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AERONET-Ocean Color
Theuseof satellites tomonitor the color of theoceanrequires effective removal of the atmospheric signal. This can
be performed by extrapolating the aerosol optical properties in the visible from the near-infrared (NIR) spectral
region assuming that the seawater is totally absorbant in this latter part of the spectrum. However, the non-
negligible water-leaving radiance in the NIRwhich is characteristic of turbid waters may lead to an overestimate
of the atmospheric radiance in the whole visible spectrum with increasing severity at shorter wavelengths. This
may result in significant errors, if not complete failure, of various algorithms for the retrieval of chlorophyll-a
concentration, inherent optical properties and biogeochemical parameters of surface waters.
This paper presents results of an inter-comparison study of three methods that compensate for NIR water-
leaving radiances and that are based on very different hypothesis: 1) the standard SeaWiFS algorithm (Stumpf et
al., 2003; Bailey et al., 2010) based on a bio-optical model and an iterative process; 2) the algorithm developed
by Ruddick et al. (2000) based on the spatial homogeneity of the NIR ratios of the aerosol and water-leaving
radiances; and 3) the algorithm of Kuchinke et al. (2009) based on a fully coupled atmosphere–ocean spectral
optimization inversion. They are compared using normalized water-leaving radiance nLw in the visible. The
reference source for comparison is ground-based measurements from three AERONET-Ocean Color sites, one in
the Adriatic Sea and two in the East Coast of USA.
Based on the matchup exercise, the best overall estimates of the nLw are obtained with the latest SeaWiFS
standard algorithm version with relative error varying from 14.97% to 35.27% for λ=490 nm and λ=670 nm
respectively. The least accurate estimates are given by the algorithm of Ruddick, the relative errors being
between 16.36% and 42.92% for λ=490 nm and λ=412 nm, respectively. The algorithm of Kuchinke appears to
be the most accurate algorithm at 412 nm (30.02%), 510 (15.54%) and 670 nm (32.32%) using its default
optimization and bio-optical model coefficient settings.
Similar conclusions are obtained for the aerosol optical properties (aerosol optical thickness τ(865) and the
Ångström exponent, α(510, 865)). Those parameters are retrieved more accurately with the SeaWiFS standard
algorithm (relative error of 33% and 54.15% for τ(865) and α(510, 865)).
A detailed analysis of the hypotheses of the methods is given for explaining the differences between the
algorithms. The determination of the aerosol parameters is critical for the algorithm of Ruddick et al. (2000)
while the bio-optical model is critical for the algorithm of Stumpf et al. (2003) utilized in the standard SeaWiFS
atmospheric correction and both aerosol and bio-optical model for the coupled atmospheric–ocean algorithm of
Kuchinke. The Kuchinke algorithm presents model aerosol-size distributions that differ from real aerosol-size
distribution pertaining to the measurements. In conclusion, the results show that for the given atmospheric and
oceanic conditions of this study, the SeaWiFS atmospheric correction algorithm is most appropriate for
estimating the marine and aerosol parameters in the given turbid waters regions.
LCO, LOG, F-62930 Wimereux,

et).
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1. Introduction

Coastal waters are ecologically very important and also a major
resource for human populations because they contribute to a large
share of the world fisheries catch and support the rapidly growing
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aquaculture industry. These waters are generally identified as Case II
waters (Morel & Prieur, 1977), as opposed to Case I waters, because
their optical properties cannot be solely defined as a function of a
single phytoplankton-related parameter (due to contributions from
non-co-varying terrestrial constituents such as detritus and colored
dissolved organic matter (CDOM) from bottom resuspension and
terrestrial origin). Because of the complexity of Case II waters, since
the late 1970s most of the quantitative applications of ocean color
remote sensing focused on Case I waters andweremostly restricted to
the determination of the abundance and distribution of phytoplank-
ton chlorophyll-a.

Since the Coastal Zone Color Scanner (CZCS) proof-of-concept ocean
color mission (operating from 1978 to 1986), spaceborne monitoring of
chlorophyll-a concentration has become well established and main-
tained through several satellite sensors including the Sea-ViewingWide
Field-of-View Sensor (SeaWiFS) launched in August 1997, the Moderate
Resolution Imaging Spectroradiometers (MODIS) onboard the Terra and
Aqua platforms in 1999 and 2002, respectively, and the Medium
Resolution Imaging Spectrometer (MERIS) in 2002. The focus of the
present study is on SeaWiFS, which now offers more than 13 years of
data, giving the unique opportunity to study the long-term variability of
the seawater properties at global and regional scales. This sensor has 6
spectral bands in the visible centered at λ=412, 443, 490, 510, 555, and
670 nm and two bands in the near-infrared centered at λ=765 and
865 nm.

The use of satellites to monitor the color of the ocean requires
effective removal of the contribution of the atmosphere (due to
absorption by gasses and aerosols, and scattering by air molecules and
aerosols) to the total signal measured by the remote sensor at the top of
the atmosphere, Ltoa: the socalled “atmospheric correction”process. The
methods for removing the contribution of the atmosphere to the total
measured signal exploit the high absorption by seawater in the red and
near-infrared spectral regions. In open seawater, i.e. where generally
chlorophyll-a concentration and related pigments and co-varying
materials (like detritus) determine the optical properties of the ocean,
seawater can be considered to absorb all light in the NIR so that the
signal observedby the satellite sensor in this spectraldomain is assumed
to be entirely due to the atmospheric path radiance (LA) and sea surface
reflectance. This is not always the case when considering turbid waters
(generally coastal optically complex waters). In these waters phyto-
plankton pigment and detritus, as well as suspended sediment,
contribute toNIR backscatter. The resultingNIRwater-leaving radiances
introduce two sources of error into the removal of the aerosol. First, the
total aerosol reflectance is overestimated as some of the total radiance
(Ltoa) at both 765 and 865 nm comes from the seawater. Second, as the
absorption and scattering properties of seawater change from 765 to
865 nm, the selection of the appropriate atmospheric model is affected,
causing an error in the extrapolation of LA to shorter wavelengths. As a
result, LA is overestimated at all bands with increasing values at shorter
wavelengths, even possibly leading to negativewater-leaving radiances
in the blue bands in coastal waters (Siegel et al., 2000). This results in
severe errors, if not complete failure, for various algorithms to retrieve
chlorophyll-a concentration and inherent optical properties relying on
the spectral values of the water-leaving radiance.

To solve this problem, several atmospheric correction algorithms
have been developed to process SeaWiFS data when normalized
water-leaving radiance nLw is non-negligible at NIR wavelengths
(Bailey et al., 2010; Gould et al., 1998; Hu et al., 2000; Kuchinke et al.,
2009a; Land & Haigh, 1996; Lavender et al., 2005; Oo et al., 2008;
Ruddick et al., 2000; Shanmugam & Ahn, 2007; Stumpf et al., 2003).
The existing large number of coastal water algorithms requires their
inter-comparison to assess their accuracy since they are often based
on quite different physical assumptions. However, only a few studies
have been made to evaluate several algorithms from in-situ
measurements (Banzon et al., 2009 for instance). More recently, a
comparison of the standard atmospheric correction algorithms of the
SeaWiFS, MODIS, MERIS, OCTS/GLI and POLDER sensors for the clear
and turbid ocean has been made by a working group of the
International Ocean Color Coordinating Group (IOCCG, 2010). This
kind of exercise is fundamental to understand and compare retrievals
from different sensors using different algorithms.

In this paper, three SeaWiFS data processing algorithms currently
available in the SeaWiFS Data Analysis System (SeaDAS, Fu et al.,
1998; Baith et al., 2001) are compared: the SeaWiFS standard
algorithm (Bailey et al., 2010; Stumpf et al., 2003) and those proposed
by Ruddick et al. (2000) and by Kuchinke et al. (2009a). The first two
algorithms are based on the standard atmospheric correction of
Gordon andWang (1994), from herein referred to as GW94, and have
been compared by Ransibrahmanakul et al. (2005), showing that the
SeaWiFS standard algorithm provided the best estimates of the
normalized water-leaving radiances using in-situ data along the U.S.
coasts. The Kuchinke et al. (2009a) algorithm is an extension of the
atmospheric correction of Chomko and Gordon (1998) and has been
compared with the standard algorithm in Kuchinke et al. (2009b).
This paper presents the first outcome of the ICAC inter-comparison
project by comparing algorithms with in situ measurements of
normalized water-leaving radiance (nLw) made in coastal waters
through the AERONET-Ocean Color network (thereafter AERONET-
OC) of autonomous radiometers (Zibordi et al., 2006b, 2009). This
network constitutes a unique dataset for assessment of the accuracy
of satellite products in different coastal waters.

The results presented in this paper are based on data obtained with
new SeaWiFS reprocessing released by NASA in fall 2009 and called
R2009. The SeaWiFS standard NIR ocean contribution correction
algorithm developed by Stumpf et al. (2003) and its update version
(Bailey et al., 2010) is hereafter named S03, the NIR ocean contribution
correctionmethoddevelopedbyRuddick et al. (2000) is namedR00 and
the atmospheric correction of Kuchinke et al. (2009a) is named K09. In
the following sections, a short description of the three algorithms is
presented showing their assumptions together with the details of the in
situ measurements used for comparisons and the match-up protocol.
The last two sections present the comparison analysis and a discussion
on the limitations of the three algorithms.

2. Algorithms

The standardNIRocean contribution correctionmethod S03 andR00
evaluated in this study are based on the atmospheric correction
algorithm initially developed for Case I waters by GW94. These
algorithms extend the GW94 approach to waters where the black
pixel assumption no longer holds (Siegel et al., 2000). The third
algorithm, K09, contains its own independent atmospheric correction
algorithm.

The top-of-atmosphere radiative signal can be expressed as:

ρcor λð Þ = ρa λð Þ + ρra λð Þ + t λð Þ⋅ρw λð Þ = ρA λð Þ + t� λð Þ⋅ρw λð Þ ð1Þ

where ρcor(λ) is the top-of-atmosphere signal corrected for gas
absorption, Rayleigh scattering, whitecaps and glitter (Gordon, 1997),
ρA(λ) is the reflectance due to the aerosol scattering and the
interaction between molecular and aerosol scattering reflectance,
t⁎(λ) is the diffuse transmittance through the atmosphere and ρw(λ),
the water-leaving reflectance. The goal of the atmospheric correction
process is to quantify ρA(λ) to determine ρw(λ). The latter can then be
used to assess the optical and biogeochemical properties of the
seawater. In the rest of the paper, we will focus on the radiance

instead of the reflectance, defined as: L λð Þ = ρ λð Þ⋅F0⋅ cosθ0
π

:

2.1. GW94-based with iterative procedure

The S03method is based on an iterative procedurewhich is used to
avoid the over-correction of the atmospheric signal. The procedure is
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based on the original SeaWiFS processing code using GW94
atmospheric model. The goal is to remove Lw(NIR) from Lcor(NIR) so
that only the atmospheric component of Lcor(NIR) is input into GW94.
The iteration used Lcor(NIR) as input into GW94 in order to solve for
Lw(670). Then, Lw(670) is used through a bio-optical model to
determine Lw(NIR). This model is used to determine the backscatter at
670 nm, and specifically considers inorganic particles. This solution
requires compensation for absorption by chlorophyll-a, detrital
pigments and colored dissolved organic matter (CDOM). These are
propagated to the top of the atmosphere (TOA). This TOA Lw(NIR) is
removed from Lcor(NIR) which is then input into GW94 computation.

2.2. GW94-based with spatial homogeneity of NIR ratios of ρw and ρA

The second algorithm chosen uses an alternative method for
estimating the marine contribution in the NIR as proposed by Ruddick
et al. (2000). This algorithm replaces the assumption that the water-
leaving radiance is zero in the NIR by the assumptions of spatial
homogeneity of the 765/865 nm ratios for aerosol and water-leaving
reflectances over the subscene of interest. The ratio of ρA reflectances
at 765 and 865 nm is named ε and is considered as a calibration
parameter to be calculated for each sub-scene of interest. In addition,
the ratio of ρw at 765 and 865 nm, named α, is also considered as a
calibration parameter and is fixed to a value 1.72 for the SeaWiFS
sensor (Ruddick et al., 2000, 2006). These assumptions are used to
extend to turbid waters the GW94. Using the definition of α and ε, the
equations defining ρA(765) and ρA(865) become:

ρA 765ð Þ = ε 765;865ð Þ: α⋅ρcor 865ð Þ−ρcor 765ð Þ
α−ε 765;865ð Þ

� �
ð2Þ

ρA 865ð Þ = α⋅ρcor 865ð Þ−ρcor 765ð Þ
α−ε 765;865ð Þ ð3Þ

The atmospheric correction algorithm can be summarized thus:

(1) Enter the atmospheric correction routine (i.e. GW94) to produce
a scatter plot of Rayleigh-corrected reflectances ρcor(765) and
ρcor(785) for the region of study. Select the calibration parameter
ε on the basis of this scatter plot as described later.

(2) Reenter the atmospheric correction routine with data for
Rayleigh-corrected reflectances ρcor(765) and ρcor(785) and
use Eqs. (2) and (3) to determine ρA(765) and ρA(765), taking
account of non-zero water-leaving reflectances.

(3) Continue as for the standard GW94 algorithm.

2.3. Spectral optimization algorithm

The algorithm K09 is a turbid-water adaptation of Chomko et al.
(2003), named thereafter SOA, with improved atmospheric correction
and scope to regionally tune the bio-optical model. It uses absorbing
‘Haze-C’ aerosol models (Chomko & Gordon, 1998) and a bio-optical
reflectance model (Garver & Siegel, 1997, Maritonera et al., 2002;
herein referred to as GSM) to provide the top-of-atmosphere (TOA)
reflectance. The parameters of both models are then determined by
fitting themodeled TOA reflectance to that observed from space, using
non-linear optimization. Thus, it differs from GW94 in that all
parameters are obtained simultaneously using all SeaWiFS bands.
This is necessary in absorbing atmospheres where one can only ‘see’
aerosol absorption at wavelengths where high multiple scattering
that exists, namely, the blue region of the visible spectrum. Since the
GW94 atmospheric correction only uses NIR bands for its model
selection, it cannot discern coastal aerosol absorption if it exists.

The SOA accounts for non-zero NIRwater leaving reflectance by first
assuming ρw(NIR)=0 to provide initial estimates of ρA, and t* at NIR
and visible wavelengths, and ρw at visible wavelengths. The retrieved
apparent optical properties from GSM are then used to determine ρ′w
(NIR). The estimate of t*ρ′w(NIR) is then subtracted from the total
reflectance to form the corrected reflectance, i.e.,

ρA NIRð Þ + ρw NIRð Þ½ � Correctedð Þ = ρt NIRð Þ−ρr NIRð Þ−t � NIRð Þρ′w NIRð Þ ð4Þ

and the updated ρA NIRð Þ + ρw NIRð Þ is used to initiate a new
optimization, i.e., improved estimates of atmospheric parameters
and subsequent calculation of new water parameters. The procedure
iterates until the magnitude of ρw(865) (or its difference across
consecutive Case 2 loops, namely delta ρw(865)) falls below 0.0001.
Since all models are coupled, the selection of bio-optical coefficients in
K09 will have some effect on its atmospheric correction. In this study
we elect to use the SeaDAS-default GSM Case 1 water bio-optical
coefficients as determined by Maritonera et al. (2002).

3. Data

3.1. Satellite data

The satellite Level-1A data from SeaWiFS, onboard the OrbView-2
spacecraft, were acquired from the OBPG ocean color website
(Feldman & McClain, 2009). Only the LAC (local-area coverage data)
and MLAC (merged LAC, which consolidates all available full-
resolution from a single orbit) full-resolution (1 km at nadir) imagery
were considered. The satellite scenes corresponding to field mea-
surements have been processed with the SeaDAS software package
(version 6.1), using the latest SeaWiFS calibration.

The outputs of the SeaDAS processing are the normalized water-
leaving radiancenLw(λ) at centerwavelengthsof412, 443, 490, 510, 555
and 667 nm, denoted as nLw(412), nLw(443), nLw(490), nLw(510), nLw
(555), nLw(670), respectively, the aerosol optical thickness, at
λ=865 nm, τ(865) and the Ångström coefficient determined from
τ(λ) at λ=510 nm and λ=865 nm, α(510, 865), named hereafter,
α(510).

3.2. Ground-based measurements

To estimate the accuracy of the values of nLw(λ) obtained from the
three atmospheric correction algorithms, the retrievals were compared
to in situmeasurements of thenormalizedwater-leaving radiance (nLw)
from AERONET-OC (Zibordi et al., 2006b, 2009). Three coastal stations
were considered: theMVCO and COVE sites off the East Coast of theUSA
and the Acqua Alta Oceanographic Tower (AAOT) in the northern
Adriatic Sea identified as Venise in the AERONET-OC database.
Evaluations of the MODIS atmospheric and water products for the
MVCO station have been published by Feng et al. (2008). Similar
comparisons for the SeaWiFS, MERIS and MODIS products have been
made for the AAOT and COVE sites (Melin et al., 2007; Zibordi et al.,
2006a, 2009). The mean values and the standard deviations of these
dataset are given in Table 1. The atmospheric andmarine features of the
three AERONET-OC sites have been extensively studied in the paper of
Zibordi et al. (2009).

The AAOT site (Zibordi et al., 2006b) is located at 45.31°N; 12.50°E,
14.8 km off the Venice Lagoon in a frontal region that can be
characterized by either Case I or Case II waters (Berthon & Zibordi,
2004). The Case IIwaters as classified by Loisel andMorel (1998), which
represent a third of themeasurement conditions, aremostly determined
by the effects of river discharge and local winds. The aerosol type is
mostly continental as influencedby atmospheric inputs from thenearby
Po Valley. The dataset covers measurements over 68 months in the
period from April 2002 to November 2007.

The MVCO site (Feng et al., 2008) is located at 41.33°N; 70.57°W,
3 kmfrom the coast. As in the case ofAAOT, there are spatial gradients in
nLw explained by a large variability in the seawater bio-optical
properties. The seawater shows presence of highly absorbing dissolved



Table 1
Mean values and the standard deviation of in-situ nLw(λ), τ(865) and α(510) for the MVCO, AAOT and COVE stations.

nLw(412) nLw(443) nLw(490) nLw(510) nLw(555) nLw(670) τ(865) α(510)

MVCO x� σ xð Þ 0.45±0.11 0.63±0.19 0.99±0.31 1.11±0.35 1.18±0.38 0.27±0.11 0.054±0.062 1.49±0.46
AAOT x� σ xð Þ 0.92±0.30 1.19±0.43 1.64±0.60 1.73±0.60 1.60±0.48 0.29±0.11 0.080±0.060 1.52±0.51
COVE x� σ xð Þ 0.61±0.27 0.88±0.31 1.23±0.40 1.35±0.42 1.45±0.42 0.39±0.14 0.045±0.040 1.09±0.62
Global x� σ xð Þ 0.85±0.32 1.10±0.44 1.53±0.59 1.62±0.59 1.55±0.48 0.29±0.11 0.070±0.054 1.48±0.55

Table 2
Number of matchups for each site and each algorithm.

MVCO AAOT COVE TOTAL nLw(412) b0

S03 20 163 18 201 7
R00 19 129 17 165 6
K09 13 134 13 160 0
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organic matter (Feng et al., 2008). In addition, this coastline is
downwind of the North American continent, giving rise to an optically
complex atmosphere. The aerosol distributions are highly variable in
space and time with intermittent non-maritime aerosol (Hess et al.,
1998). The dataset covers measurements over 14 months in the period
from February 2004 to November 2005.

The COVE station is located on the Chesapeake Lighthouse
platform 25 km from Virginia Beach, Virginia, near a transition region
(36.9°N and 75.71°W) exhibiting large variability in the seawater bio-
optical properties. The spectral features of nLw are very similar to
those detected at MVCO and suggest the presence of moderate
concentration of sediments in the seawater (Zibordi et al., 2009). The
dataset coversmeasurements over 24 months in the period from April
2006 to December 2008.

In situ AERONET-OC radiometric data at the MVCO, AAOT and
COVE sites were collected in seven spectral bands centered at 412,
443, 531, 551, 667, 870 and 1020 nm (slightly different wavelengths
were used during the testing phase of AERONET-OC).

4. Match-up protocol

4.1. Match-up construction

For the matchup exercise, a similar approach to that Bailey and
Wang (2001) and Feng et al. (2008) has been used. First, a 2-hour time
window is applied to the satellite overpass time at the measurement
site to select satellite imagery. Second, the match-up procedure
extracts a 2-by-3 pixel satellite image box with the northerly middle
pixel closest to the measurement site when considering MVCO site.
This configuration limits the effect of land on the match-up satellite
data because MVCO site lies only 3 km south of the Martha's Vineyard
coast. When considering the AAOT and COVE sites, a 3-by-3 pixel box
is considered (centered on the middle pixel). Then, a valid pixel
criterion is applied where a pixel is regarded as ‘valid’ if there exists
none of the standard SeaWiFS Level-2 exclusion flags that include land
mask, high sun glint, high solar zenith (higher than 70°), high satellite
viewing zenith (higher than 60°), cloud or ice, and total radiance
saturation. Furthermore, a match-up is accepted only if all 6 (9 for
AAOT and COVE) pixels in the 2-by-3 (3-by-3 for AAOT and COVE) box
are ‘valid’. The mean value of nLw(λ) over the box under the defined
criterion is calculated for each image. To choose the in situ data in the
2-hour interval, the measurement with the smallest time difference
with each satellite measurement is selected. Lastly, an atmospheric
spatial uniformity criterion is applied. This is based on a prescribed
coefficient of spatial variation, defined as the ratio of the standard
deviation to the mean pixel value within the selected image box. A
match-up pair is accepted if the coefficient of spatial variation is b0.2
in τ(865).

4.2. Spectral match-up

The spectral channels of the SeaWiFS and AERONET-OC sensors
differ slightly. These spectral differences were minimized through
spline interpolation to adjust the AERONET-OC sensor channels to
match the SeaWiFS channels. To validate the SeaWiFS Ångström
exponent α(510, 865), a similar spline interpolation of the AERONET-
OC aerosol optical thickness τ(λ) was applied to calculate the in situ
τ(510). Then the in situ Ångström coefficientα(510, 865) was derived
by using logarithm-transformed in situ τ(510) and τ(865).

5. Match-up results

In the following subsections, the statistical results are presented in
terms of: root-mean-square-error (RMS), which gives the absolute
scattering of the retrieved data:

RMS =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ xmea−xest

xmea

 !2 !
= n

vuut

the relative error expressed in percent, which represents the
uncertainty associated with the satellite derived distribution:

relative error =
1
n
⁎∑

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xmea−xest

xmea

 !2
vuut

0
@

1
A

the slope and intercept of the linear regression between the in situ and
satellite values of the nLw(λ), τ(865) and α(510); and the correlation
coefficient r. xmea and xest are the in situ and the SeaWiFS estimated
measurements, respectively. We considered that all the errors are
attributed to the satellite sensor and that the in situ data are
considered as the “truth”. Uncertainties for the AERONET-OC in-situ
nLw data are estimated less than 5% in the 412–551 nm spectral range
and of approximately 8% at 667 nm (Zibordi et al., 2009).

Considering the criteria described in the previous sections and that
only turbidwaters, as defined by Robinson et al. (2003), are considered,
201matchupswere obtained for S03, 165 for R00, and 160matchups for
K09. The number ofmatchups for each site is given in Table 2 aswell the
number of negative values of nLw(412). S03 yields the greatest number
of match-ups. This might indicate that this method provides a better
spatial coverage of the marine and aerosol parameters or that the
estimates from S03 aremore homogeneous and less noisy. In this study,
the negative values of nLw(412) in the blue band have been taken into
account in the calculation of the statistics. There are 7negative values for
S03, 6 negative values for R00 and none for K09. The statistical results
are given in Tables 3 and 5.

5.1. The marine parameters

As shown by Fig. 1, by regression lines and additionally in Table 3, all
algorithms underestimate the values of nLw at all wavelengths. This
underestimation is less pronounced for S03. The best overall retrievals,
i.e. with the lower error, are obtained with this latter algorithm with
relative error varying from 14.97% at λ=490 nm to 35.27% at
λ=670 nm. The method giving the least accurate normalized water-



Table 3
Statistical results for the retrieved values of nLw(λ) obtained with S03, R00 and K09.

RMS Relative error
(%)

R Slope Intercept

nLw(412)
S03 0.322 31.36 0.72 1.02 −0.08
R00 0.360 36.81 0.68 0.85 −0.08
K09 0.303 30.02 0.68 0.86 0.004

nLw(443)
S03 0.318 21.81 0.81 1.00 −0.02
R00 0.328 23.35 0.79 0.89 −0.02
K09 0.322 24.81 0.85 0.76 0.01

nLw(490)
S03 0.331 14.97 0.87 0.94 0.02
R00 0.360 16.36 0.85 0.86 0.04
K09 0.412 20.53 0.85 1.07 0.08

nLw(510)
S03 0.357 15.13 0.85 0.90 0.03
R00 0.393 17.15 0.83 0.81 0.09
K09 0.340 14.54 0.82 0.89 0.14

nLw(555)
S03 0.355 15.24 0.80 0.93 0.01
R00 0.381 17.39 0.75 0.81 0.11
K09 0.388 17.64 0.73 0.94 0.07

nLw(670)
S03 0.129 35.27 0.68 0.85 −0.03
R00 0.149 42.92 0.60 0.58 0.01
K09 0.121 32.32 0.68 0.61 0.03

The numbers in italic represent the best statistical results.

1959C. Jamet et al. / Remote Sensing of Environment 115 (2011) 1955–1965
leaving radiances is R00, the relative error being between 16.36% at
λ=443 nm and 42.92% at λ=670 nm. K09 shows the best retrievals at
412, 510 and 670 nm (RMS=0.303 and relative error=30.02% at
412 nm, for instance) while S03 is better at λ=443, 490, 555 nm.
However, none of the methods satisfies the requirements on the
estimation of the nLw (Hooker et al., 1992; IOCCG, 2000), i.e. RMS~0.12
for nLw(443).

The RMS can also vary as a function of the wavelength (Fig. 2). The
advantage of S03 is that the RMS is quite constant whatever visible
wavelength is considered and thus the most stable of the three
algorithms in the comparison. Even though K09 gives the best RMS
and relative error for three wavelengths, those values seem to be
wavelength-dependent as the RMS vary by a factor of 1.4 between its
maximum (at λ=490 nm) and minimum value (at λ=443 nm).

To develop bio-optical algorithms, band ratios of the water-leaving
radiances are often used (O'Reilly et al., 1998). Fig. 3 presents the
comparison of the ratios nLw(443)/nLw(555), nLw(490)/nLw(555), and
nLw(510)/nLw(555)obtainedwith the threemethods. Since the spectral
relative error is constant for the S03, it is of no surprise that it retrieves
the three ratios with the lowest errors. In contrast, the K09 is
inconsistent across the three ratios as nLw(490)/nLw(555) is highly
overestimated. This is anartifact of thehigher errors andRMSat 490 and
555 nm (see Table 3). The algorithm R00 is the least accurate. These
results imply the relative effectiveness of each algorithm for use with
empirical band-ratio bio-optical models. However, their drawback is
that a ‘good’ ratio could be comprised of two equally bad wavelength
comparisons (see Table 4).

5.2. The atmospheric parameters

In addition, we present the comparison of the aerosol parameters
here. Though the focus of this paper is on the nLw(λ), it is interesting,
also, to look at the aerosol optical parameters as it is often done. K09
does not retrieve directly the Angström exponent, α but it can be
obtained through the SeaDAS software.
For the aerosol optical thickness τ(865) (Fig. 4, left panel), the
SeaWiFS standard algorithm S03, is the most accurate algorithm and
provides the best overall estimates with an RMS of 0.033 and a relative
error of 33% (Table 5). The least accurate algorithm is K09 with an RMS
of 0.041 and a relative error of 52.25%. S03 is very accurate for the low
values of τ(865), but highly under-estimates the high values. K09
retrieves the high values (τ(865)N0.2) with an error of 17.7% and gives
retrievals that are not biased as shown by the slope (0.99) and intercept
(0.02) of the linear regression. The retrievals obtainedwith S03 and R00
are very similar and exhibit close values of RMS and relative errors.

From the aerosol optical thickness spectral values, the Ångström
coefficientα(510, 865) can be calculated and estimated,whichgives the
spectral dependence of τ and is a proxy of the aerosol size. None of the
algorithms is able to estimate the Ångström coefficient α(510, 865)
(Fig. 4, right panel)with a high accuracy. The retrievals are relativelyflat
and patchy around the 1:1 line. The best method is S03 with an RMS of
0.566 and a relative error of 54.15% and the least accurate one is R00
(RMS of 0.618 and relative error of 71.15%).

6. Discussion

6.1. Analysis of the retrievals errors as function of environmental factors

To understand the capabilities of each method to deal with
environmental parameters that can affect the accuracy of retrievals of
nLw(λ), a study of the variation of the RMS and relative errors of nLw(λ)
obtained with the three algorithms has been established as function of
the turbidity, i.e. values of AERONET-OC nLw(670), the aerosol optical
thickness at 865 nm, i.e. AERONET-OC τ(865) and the level of spatial

homogeneity, i.e.
σ τ 865ð Þð Þ
τ 865ð Þ , where σ(τ(865)) and τ 865ð Þ are the

standard deviation and mean of τ(865), respectively.
No clear trends were found from the inspection of the histograms

(Fig. 5); no relations could be identified between these environmental
factors and the retrieval errors for nLw(λ). S03 is the algorithm which
providesmost of the time, thebest resultswhatever factor is considered.
None of the algorithms have errors correlated to either the turbidity, or
to the aerosol optical thickness or to the spatial heterogeneity.

The S03 algorithm is the least sensitive to the environmental factors
as it provides themost overall accurate nLw(λ) forwhatever value of the
parameters is taken into account. However, K09 canbemore accurate for
specific ranges of those factors, especially for high values of the spatial
homogeneity factor (Fig. 5). The R00 algorithm is the most sensitive
method to the environmental factors than the two other algorithms.

6.2. Impact on the choice and estimation of the aerosol model

In order to understand the differences between the methods, it is
necessary to understand the impact of the different aerosol models
selected by each algorithm and the way to select the aerosol model for
each pixel has to be understood. S03 and R00 differently address non-
negligible NIR nLw, even if though they are both based on the GW94
atmospheric correction scheme. They both partially couple the ocean
and the atmosphere while K09 couples them totally.

Ahmad et al. (2010) state that the retrieved normalized water-
leaving radiances values from the new set of aerosol models in S03
(and GW94) were essentially the same due to the approach employed
for vicariously calibrating the water-leaving radiance retrievals, and
because the new and old models can produce very similar spectral
dependence. S03 and R00 take the same aerosol models but the
hypotheses utilized for the selection of the aerosol models are quite
different. Both base the selection of the aerosol model on the best-fit
of an aerosol parameter, ε, which represents the 765/865 nm ratio of
the aerosol reflectance. But in R00, this parameter is considered
spatially homogeneous over the subscene of interest and has to be
determined for each image. So the best-fit aerosol model will tend to
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Fig. 1. Scatter plots of the retrieved nLw(λ) by S03( ), R00 ( ) and K09 ( ) vs AERONET-OC measurements at the MVCO and AAOT sites. The black line represents the 1:1 line, the
colored lines represent the linear regression lines for each algorithm.

1960 C. Jamet et al. / Remote Sensing of Environment 115 (2011) 1955–1965
be almost spatially homogeneous, with ε defined in GW94 almost
equal to the calibration parameter defined by R00 and strictly equal
on the single-scattering limit (Ruddick et al., 2000) To estimate this
parameter, R00 uses the low Rayleigh-corrected Lcor corresponding to
fairly clear waters where Lcor is considered to be dominated by aerosol
reflectance. The threshold on the low Rayleigh-corrected Lcor is fixed
in this study at 0.015. The aerosol parameter ε is calculated over the
region of interest in the R00 (mean value) while it is calculated for
each pixel in the S03 (a specific value for each pixel).

A sensitivity study on the impact of the values of ε(765, 865), as
defined by R00 was performed by adding or sub-substracting a bias of
5, 10, 20 and 50%. We present here results when taking a positive bias
of 10% that has been added to the original calculated value of ε(765,
865). Results clearly indicate that the value of ε(765, 865) plays a
major role in the estimation of the oceanic and aerosol parameters. A
positive bias to ε(765, 865) decreases the values of nLw(λ) and
increases the values of α(510, 865) and τ(865). The effect of a
different value of ε(765, 865) is more discernable on nLw(412), nLw
(443), nLw(670) andα(510).When comparing the retrievals obtained
with the positive 10% bias on ε(765, 865) to in situmeasurements, the
statistical results are somewhat similar, except for the correlation
coefficients, slopes and intercepts of the regression lines. For instance,
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for nLw(443), r increases from 0.79 to 0.88, the slope increases from
0.89 to 0.95. This means that the retrievals obtained with the bias on
ε(765, 865) are less biased than those obtained with its initial value.
This trend is observed also for the aerosol optical thickness and for
α(510, 865). So even with a small bias on the value of ε(765, 865), the
differences between the twoways of estimating nLw are not negligible
and it can be assumed that these differences will increase if the bias on
ε(765, 865) increases.

It is also observed that R00 is not symmetricwith respect to positive/
negative relative errors on ε(765, 865). In particular, if ε(765, 865) is
overestimated, thenmorepixelswill use thedefaultGW94methodwith
zero nLw(NIR). However, if ε(765, 865) is underestimated, the turbid
water assumptionwill be applied tomanymore pixels. The sensitivity of
R00 to ε(765, 865) is considered a major problem for this algorithm. As
this threshold on the low Rayleigh-corrected Lcor is determined
empirically, those values may not be fully dominated by the aerosols
and the threshold highly influences the retrievals. This is a drawback of
the method and may explain the less accurate values of nLw(λ).

The aerosol models used in K09 are very different from those used
in the SeaWiFS standard algorithm and in R00. As explained in Section
2.3, the aerosol models used in K09 have a Junge power-law size-
distribution. The advantage of taking those models is that they are
very well-suited for the optimization method (only the parameter, ν,
is required to describe the aerosol size distribution, compared to
several size distribution parameters in GW94). In offshore Case I
waters the SOA has been shown to provide good accuracy in retrievals
of apparent optical properties and hence La (Chomko et al., 2003). So
far, results in some Case II waters are also satisfactory using K09 and
references given earlier. This implies that for these studies, La was
retrieved to reasonable accuracy (within 5%). This does not mean that
the size distribution (or phase function) of K09 and GW94 will agree
for similar nLw (and hence La) matchups. An aerosol model that yields
a phase function that approximates the true phase function is
required to retrieve accurate aerosol optical values, even for weakly
absorbing aerosols. But, this is not the case if the goal is to retrieve
only La (see Gordon (1997) and Chomko and Gordon (1998)). This
factor is likely to be important in this study where the real size
distribution is likely to be biased towards one or several models, in
this case possibly GW94. In this situation, K09 could give reasonable
nLw but unreasonable τ for example.

6.3. Hypothesis on the bio-optical models

The improvements in theNIR bio-opticalmodelmade by Bailey et al.
(2010) in S03 allow to decrease the number of negative normalized
water-leaving radiances in the blue (412 nm) by nearly half. The
observed decrease in our study is 54%with our dataset (13 to 7 negative
values).

The calibration parameter of thewater-leaving reflectance ratioα in
R00 has been set to a default value of 1.72. This ratio is used to evaluate
the aerosol reflectance ρA (Eqs. 2, 3) in the NIR and its value can only be
considered constant for weakly and moderately turbid waters while it
varies for very turbidwaters (Doron, 2007; Ruddick et al., 2006). Then if
the value of the parameter is not exactly equal to 1.72, the incorrect
estimation of the NIR ρA will occur, impact the proper choice of the
aerosol model and thus lead to incorrect determination of the values of
the water-leaving radiances in the visible channels.

The bio-optical algorithm utilized in K09, differs quite notably from
the bio-optical model applied in the S03 and K00 (see Section 2.3).
Because of the full spectrum coupled atmosphere–ocean approach of
K09, it is difficult to quantify its performance for each individual
scenario. In fact, even if nLw(λ) is error free, uncertainties in the
coefficients of the bio-optical modelmay be the source of relative errors
in the retrievedbio-optical parameters (Kuchinke et al., 2009a). Because
it is a coupled model, error in one bio-optical coefficient may actually
influence retrieval of all parameters, including those relating to the
atmosphere. This is particularly true if the concentration of the bio-
optical parameterwhich the coefficient is related to is high (e.g., colored
detrital material). But one advantage of this method is that no negative
nLw are found in the short wavelengths. This is due to a constraint on
nLwN0 applied during the optimization process.

6.4. Processing time

A comparison of the time-efficiency of the three algorithms is
necessary for operational uses. S03 couples the advantage of being the
best overall algorithm as well as being the most time-efficient. K09 is
very time-consuming as is typical of any optimization method. For this
algorithm, smaller images were processed (0.5°-by-0.5° instead of 4°-
by-4° for S03 and R00). This is amain drawback of this algorithm. R00 is
also quite efficient but less so than S03, as this method is a 2-step
algorithmwithin the SeaDAS software. The first step is the calculation of
the calibration parameter ε and the second step is used to perform the
atmospheric correction. For series of images this first step will add time
to the processing.

7. Conclusion

In this study, a comparison is made for SeaWiFS of two algorithms
extending the “NIR black pixel” GW94 atmospheric correction
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Table 5
Same as Table 3 for the retrieved values of the aerosol optical properties: τ(865) and
α(510).

RMS Relative error (%) R Slope Intercept

τ(865)
S03 0.033 33.00 0.86 0.58 0.02
R00 0.035 32.96 0.87 0.57 0.02
K09 0.041 52.25 0.87 0.99 0.02

α(510)
S03 0.566 54.15 0.39 0.37 0.93
R00 0.618 71.15 0.30 0.22 1.35
K09 0.584 59.25 0.30 0.23 0.92

The numbers in italic represent the best statistical results.

Table 4
Statistical results for the retrieved values of three band ratios obtained with S03, R00
and K09.

RMS Relative error (%) R Slope Intercept

nLw(443)/nLw(555)
S03 0.168 19.05 0.70 1.03 0.021
R00 0.177 18.42 0.71 1.17 −0.13
K09 0.167 21.48 0.82 0.90 −0.063

nLw(490)/nLw(555)
S03 0.120 9.42 0.84 0.96 0.070
R00 0.127 9.47 0.82 1.03 −0.024
K09 0.220 18.52 0.81 1.15 0.008

nLw(510)/nLw(555)
S03 0.084 6.10 0.85 0.83 0.17
R00 0.089 6.40 0.82 0.85 0.14
K09 0.088 6.83 0.84 0.83 0.18

The numbers in italic represent the best statistical results.
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algorithm to turbid waters, (Stumpf et al., 2003 and its update version,
Bailey et al., 2010) and Ruddick et al. (2000), and one atmospheric
correction algorithm, Kuchinke et al. (2009a), with a distinctly different,
multispectral optimization approach. Results obtained using in situ data
from three coastal sites (AAOT in the northern Adriatic Sea, MVCO and
COVE in the northern Atlantic Bight) of the AERONET-OC network
indicate that the estimates obtained with the S03 algorithm shows
better accuracies on the overall in-situ dataset than the estimates given
by the K09 and R00 alternative algorithms. This latter appears the least
accurate.

An analysis of the main hypotheses of each atmospheric correction
algorithm was presented showing a significant role of the aerosol
models for R00 through the ratio of the aerosol reflectances and a large
impact of the bio-optical model for S03. For K09, it is difficult to discern
which assumption constrains the retrieval due to the non-linear
inversion method. The fact that the aerosol models are very simple in
K09may explain the rather low accuracy for the estimates of the aerosol
optical properties.

Even if S03 shows the best retrievals, the accuracy of results does not
meet the requirements and improvements are needed. The three
algorithmshavehypothesis that could bemixed to improve the retrieval
of the nLw(λ). Recent studies showed that the ratio of thewater-leaving
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Fig. 4. Same as Fig. 1 but for the retrieved aerosol optical pr
radiances is not so constant in the NIR, when seawater is very turbid
(Doron, 2007; Ruddick et al., 2006). So depending of the level of
turbidity, the value of the ratio will be either fixed or variable and this
will constrain the retrieval of the nLw(λ). Another idea would be to
estimate and retrieve the spectral shape of the nLw(λ). For turbid
waters, the nLw(λ) at 412 and 443 nm is very low and this knowledge
should be taken into account in the inversion schemes. Finally, a
classification of the water types will help to use the “most-correct” bio-
optical coefficients andwill help to better estimate the nLw(λ) (Lubac &
Loisel, 2007).
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