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ABSTRACT: Projections of relative sea level change (RSLC) are commonly reported at an annual mean basis. The sea-
sonality of RSLC is often not considered, even though it may modulate the impacts of annual mean RSLC. Here, we study
seasonal differences in twenty-first-century ocean dynamic sea level change (DSLC; 2081–2100 minus 1995–2014) on the
Northwestern European Shelf (NWES) and their drivers, using an ensemble of 33 CMIP6 models complemented with
experiments performed with a regional ocean model. For the high-end emissions scenario SSP5–8.5, we find substantial
seasonal differences in ensemble mean DSLC, especially in the southeastern North Sea. For example, at Esbjerg (Den-
mark), winter mean DSLC is on average 8.4 cm higher than summer mean DSLC. Along all coasts on the NWES, DSLC is
higher in winter and spring than in summer and autumn. For the low-end emissions scenario SSP1–2.6, these seasonal dif-
ferences are smaller. Our experiments indicate that the changes in winter and summer sea level anomalies are mainly
driven by regional changes in wind stress anomalies, which are generally southwesterly and east-northeasterly over the
NWES, respectively. In spring and autumn, regional wind stress changes play a smaller role. We also show that CMIP6
models not resolving currents through the English Channel cannot accurately simulate the effect of seasonal wind stress
changes on the NWES. Our results imply that using projections of annual mean RSLC may underestimate the projected
changes in extreme coastal sea levels in spring and winter. Additionally, changes in the seasonal sea level cycle may affect
groundwater dynamics and the inundation characteristics of intertidal ecosystems.

KEYWORDS: Wind stress; Sea level; Climate change; Climate models; Ocean models; Seasonal cycle; Seasonal effects;
Wind effects

1. Introduction

Probabilistic regional sea level projections are crucial for
coastal adaptation planning (e.g., Hinkel et al. 2019). New sea
level projections are continuously being developed for a range
of emissions scenarios, building on the latest understanding of
the physical processes contributing to relative sea level change
(RSLC) (Fox-Kemper et al. 2021 and references therein).
Most of these projections focus on annual mean RSLC. How-
ever, the seasonal sea level cycle may also change over time,
which has the potential to modulate the impacts of RSLC in
particular seasons.

Widlansky et al. (2020) recently showed that seasonal sea
level variability will increase in many regions in which the
ocean warms. The authors argue that this is at least partially

because of the larger thermal expansion of the ocean at higher
temperatures, which implies that steric sea level variability
will increase even if the temperature variability stays constant.
In shallow coastal regions, however, barotropic processes also
contribute substantially to the seasonal sea level cycle (Rob-
erts et al. 2016; Vinogradov et al. 2008; Vinogradova et al.
2007). The effect of barotropic processes on future changes of
the seasonal sea level cycle in coastal regions has not been
extensively studied yet.

This study focuses on seasonal changes in the coastal region
northwest of Europe. The Northwestern European Shelf
(NWES) harbors shallow shelf seas, such as the North Sea, with
low-lying and densely populated coasts. On the NWES, atmo-
spheric forcing is the dominant driver of the interannual vari-
ability of annual mean sea level (Dangendorf et al. 2014a;
Hermans et al. 2020a; Tinker et al. 2020). Atmospheric forcing
also affects the temporal variability of the seasonal sea level
cycle on the NWES (Plag and Tsimplis 1999). The magnitude
of the interannual to multidecadal variability of seasonal mean
sea level and the extent to which that variability can be
explained by atmospheric forcing are larger for autumn and
winter than for spring and summer (Dangendorf et al. 2012,
2013a; Frederikse and Gerkema 2018). For example, a regres-
sion on local wind stress explains 80%–90% of the observed
interannual sea level variability at Cuxhaven (Germany) in
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autumn and winter, compared to 50%–60% in spring and sum-
mer (Dangendorf et al. 2013a). This reflects the seasonality of
atmospheric variability and introduces seasonal differences in
sea level trends computed over a few decades, especially in the
southeastern North Sea (Dangendorf et al. 2012, 2013b; Freder-
ikse and Gerkema 2018; Marcos and Tsimplis 2007).

At centennial time scales, seasonal differences in RSLC on
the NWES have also been observed. For example, along the
Dutch coast, Gerkema and Duran-Matute (2017) found dif-
ferences of 0.35–0.81 mm yr21 between 100-yr trends of sea
level in winter and summer half-years. Also in the Baltic Sea,
seasonal differences in RSLC of several centimeters were
observed (Ekman 1998). These were linked to seasonal differ-
ences in the change of southwesterly winds over the entrance
to the Baltic Sea. Although these findings suggest that RSLC
may also have seasonal differences in the future, only a few
studies have investigated the seasonality of sea level projec-
tions for the NWES (Dangendorf et al. 2014b; Hermans et al.
2020b; Mathis 2013). Moreover, the results of these studies
were based on a limited number of models and/or were
obtained for only a part of the NWES.

Here, we explore the seasonal differences in ocean dynamic
sea level change (DSLC) over the twenty-first century as sim-
ulated by a large ensemble of state-of-the-art global climate
models from phase 6 of the Coupled Model Intercomparison
Project (CMIP6; Eyring et al. 2016). Additionally, we investi-
gate if these seasonal differences can be attributed to the pro-
jected wind stress changes over the region. To better
understand the effect of wind stress changes, we complement
the CMIP6 simulations with experiments performed with a
high-resolution regional ocean model for the NWES (Her-
mans et al. 2020a). Section 2 describes both these datasets.
Section 3 shows that, depending on the emissions scenario,
CMIP6 models simulate substantial seasonal differences in
DSLC. In section 4, we present seasonal differences in ensem-
ble-mean wind stress change and test the effect of wind stress
changes on sea level in individual CMIP6 models using the
regional model. We also study the importance of the repre-
sentation of the English Channel. We end with a discussion
and our conclusions in section 5.

2. CMIP6 simulations and regional ocean model
experiments

Section 2a details how we obtained and processed the
CMIP6 output. In section 2b, we introduce the high-resolu-
tion regional ocean model and the experiments that we per-
formed with it.

a. Downloading and processing the CMIP6 output

We use simulations of dynamic sea level and wind stress
from an ensemble of 33 CMIP6 models (see the overview in
supplemental Table 1 in the online supplemental material),
downloaded from the Earth System Grid Federation database
in July 2021. The variables used are monthly mean dynamic
sea level above the geoid (called “zos”) and the zonal and
meridional wind stress components at the surface (“tauu” and

“tauv”). Since we use zos, we study DSLC as defined by Greg-
ory et al. (2019) and therefore exclude the inverse barometer
effect (Stammer and Huttemann 2008).

All simulation realizations that provide both sea level and
wind stress for the historical period and the high-end shared
socioeconomic pathway scenario SSP5–8.5 (O’Neill et al.
2014) are used. For sea level, we also obtain the same realiza-
tions for the low-end emissions scenario SSP1–2.6, if avail-
able. We focus on the output for the SSP5–8.5 scenario, since
it has the highest signal-to-noise ratio. To indicate the range
within which seasonal differences in DSLC for other SSPs
may fall, we present results for the SSP1–2.6 scenario in the
online supplemental material. Additionally, we download pre-
industrial control simulations of zos, which are required to
correct DSLC for ocean model drift. Finally, for our regional
model experiments (section 2b), we also download the wind
velocity components at a height of 10 m (called “uas” and
“vas”) for a subset of CMIP6 models.

The CMIP6 zos output first needs to be corrected for
ocean model drift (Sen Gupta et al. 2013). We do so by
applying a linear fit to zos over the full length of the prein-
dustrial control run of each model and by subtracting these
fits from the historical and SSP runs. This commonly used
procedure implicitly assumes that the model drift and the
forced changes are linearly separable (Hobbs et al. 2016;
Sen Gupta et al. 2013). Since zos is defined as sea level
above the geoid, and the geoid is time-invariant in CMIP6
models, we also remove the global area-weighted mean of
zos at each time step using the grid cell area information
(called “areacello”). For the analysis of gridded ensemble
projections (e.g., Figs. 1 and 3), we bilinearly interpolate the
CMIP6 simulations to a common 18 3 18 grid using ESM-
ValTool routines (Eyring et al. 2020).

Before adding each model to the multimodel ensemble, we
first take the mean of all available realizations of each model,
following Yin (2012). Since each realization of a simulation of a
given model is branched from its preindustrial control run at a
different time, the phase of the internal sea level variability dif-
fers between each realization. Averaging over the available
realizations reduces the effect of internal sea level variability on
the projections of each model, leading to a better representation
of the externally forced response. In section 5, we will show that
this moderately reduces the multimodel ensemble spread. Pro-
jections derived from models with relatively few realizations
will be affected by internal variability the most. However, using
only models with an equal number of multiple realizations
would substantially reduce the ensemble size. Supplemental
Table 1 provides an overview of the CMIP6 output that we
used. We exclude simulations that do not provide the complete
(meta)data required for the processing steps described above.
Additionally, we exclude the models MIROC6 and MIROC-
ES2L, because their minimum ocean depth on the NWES is
150 m. This is unrealistically deep compared to the other
CMIP6 models (10–60 m). At 90 and 193 km, the average
native ocean and atmosphere grid resolution of the CMIP6
models in the NWES region is relatively coarse (supplemental
Table 1), but large ensembles of high-resolution models are
currently not available.
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From the processed monthly mean CMIP6 output, we com-
pute seasonal means by averaging over December–February
(DJF), March–May (MAM), June–August (JJA), and Sep-
tember–November (SON). To study the seasonal differences
in DSLC, we then compute seasonal anomalies by subtracting
the annual mean of each year from the seasonal means of that
year, with the annual mean calculated over December to
November. We abbreviate the seasonal anomalies of sea
level, wind stress, and wind velocity as SSLA, SWSA, and
SWVA, respectively. We compute the projected change of
these anomalies (DSSLA, DSWSA, and DSWVA) from the
difference between the future mean (2081–2100) and the his-
torical mean (1995–2014) anomalies.

b. Regional ocean model and model experiments

To test the effect of wind stress changes in CMIP6 models
on sea level (sections 4b and 4c), we perform experiments
with a regional ocean model for the NWES (Hermans et al.
2020a). This model is a configuration of the Regional Ocean
Modeling System (ROMS; Shchepetkin and McWillams 2005)
and covers the region 368–628N, 208W–108E with a 1/88 by 1/88
horizontal resolution. At the surface and lateral boundaries,
the ROMS model is forced with atmosphere (ERA5; CDS
2019) and ocean reanalysis data [Global Ocean Reanalysis and
Simulation, stream 12, version 1 (GLORYS12v1); Lellouche et
al. 2018]. Climatological river runoff is prescribed based on the
dataset of Dai (2017). Simulations with this model compare well
with satellite altimetry data and were used to study the drivers
of interannual sea level variability on the NWES (Hermans et al.
2020a).

Here, the reanalysis-forced model simulation is our refer-
ence experiment. For our sensitivity experiments (Table 1),
we add the DSWVA derived from four example CMIP6 mod-
els (for SSP5–8.5) to the wind velocity boundary conditions
from ERA5 at each time step. We compute the resulting
response of sea level and barotropic currents for a specific
season as the difference relative to the reference experiment,
averaged over 1993–95. We use three CMIP6 models that
span a wide range of DSSLA and provide at least five realiza-
tions each: CanESM5, UKESM1-0-LL, and IPSL-CM6A-LR.
Additionally, we use a model with a closed English Channel:
ACCESS-ESM1-5. For further interpretation, we also simu-
late the effect of spatially uniform southwesterly and north-
easterly wind velocity changes. To test the importance of the
representation of the English Channel, we repeat several
experiments using a modified land mask in which the English
Channel is closed at the Strait of Dover (Table 1).

To add the wind-velocity changes from the CMIP6 models
to the surface boundary conditions, we bilinearly interpolate.
To avoid prescribing the ROMS model with land-contami-
nated wind velocity changes (Kara et al. 2007), we first use
nearest-neighbor extrapolation to replace the wind velocity
change of (partially) overland grid cells with the wind velocity
change of purely over-ocean grid cells in the CMIP6 models.
We only extrapolate if it leads to larger wind velocity changes,
because overland winds are weaker than over-ocean winds.

We emphasize that we only use the regional model experi-
ments to qualitatively understand the effect of DSWSA on
DSSLA and barotropic currents in the different CMIP6 mod-
els. Our model experiments are less well suited for a quantita-
tive attribution because of the differences between the
regional model and the global models, and because of the
potential inconsistencies of combining coarse-resolution
CMIP6 wind velocity changes with ERA5 atmospheric forc-
ing. For instance, the wind velocity changes that we apply
may not translate to exactly the same wind stress changes as
in the CMIP6 models, since the climatological wind velocities
and the parameterization of air–sea fluxes may differ between
the ROMS setup and the CMIP6 models. Additionally, we
ignore the results of the model experiments near Norway,
because we do not modify the eastern lateral boundary condi-
tions of the ROMS model that control the Norwegian Coastal
Current.

3. Seasonal DSLC in CMIP6 models

In this section, we investigate seasonal differences in DSLC
by analyzing DSSLA. First, we analyze CMIP6 projections of
DSSLA on the NWES (section 3a). Then, we zoom in on sea
level projections for Esbjerg (section 3b), which we find is a
location on the NWES with large seasonal DSLC differences.

a. DSSLA on the NWES

Figures 1a–d show that for SSP5–8.5, the magnitude of the
ensemble mean DSSLA reaches up to 4.9 cm on the NWES,
which indicates how much seasonal mean DSLC may deviate
from annual mean DSLC (supplemental Fig. 1a). In the Celtic
and Irish Seas, in part of the English Channel, along parts of
the coast of Ireland and Scotland, and in the southern and
eastern North Sea, ensemble mean DSSLA is most positive
(DSLC is highest) in winter (Fig. 1a). Elsewhere on the shelf,
DSSLA is highest in spring (Fig. 1b). The spatial patterns of
summer and autumn DSSLA (Figs. 1c,d) approximately
oppose those of winter and spring (Figs. 1a,b). Whereas
spring and autumn DSSLA are spatially relatively uniform,
winter and summer DSSLA show a dipole pattern in the
North Sea. Along the coast of the southeastern North Sea,
the seasonal differences are largest. For example, at Esbjerg
(Denmark), winter and summer DSSLA are 3.7 and 24.7 cm,
respectively. Therefore, on average, the CMIP6 models simu-
late an 8.4 cm (52%) increase in the difference between winter
and summer mean sea level for SSP5–8.5 (see supplemental
Fig. 2 for historical and future SSLAs on the NWES).

The multimodel distributions of DSSLA (Fig. 1e) reveal
that DSLC is larger in spring than in autumn at all eight
example coastal locations on the NWES (Fig. 1e). However,
especially at Den Helder, Cuxhaven, and Esbjerg (locations
6–8), the difference between winter and summer mean DSLC
exceeds the difference between spring and autumn mean
DSLC. Together, these changes shift the phase and increase
the amplitude of the seasonal sea level cycle (supplemental
Fig. 2i). Additionally, at locations 6–8, the intermodel spread
introduces large uncertainty in the projections. Consequently,
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FIG. 1. Ensemble mean changes of (a) winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d) autumn (SON) sea level anomalies (cm)
for SSP5–8.5 (2081–2100 relative to 1995–2014), and (e) the multimodel distributions of these changes in CMIP6 models at their ocean grid cells
nearest to eight example coastal locations. Each colored circle represents the change in one model; the black-edged circle represents the ensem-
ble mean. In (a)–(d), ensemble-mean results are shown only on grid cells for which at least five CMIP6 models provide ocean values on a com-
mon 18 3 18 grid. The white contour denotes the 200-m isobath from ETOPO1 (Amante and Eakins 2009) approximating the shelf break.
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studying the seasonality of DSLC is particularly relevant for
the southeastern North Sea.

For the SSP1–2.6 scenario, the spatial patterns of DSSLA
are comparable to those for the SSP5–8.5 scenario, but have a
smaller magnitude (supplemental Fig. 3). For example, the
ensemble mean winter and summer DSSLA at Esbjerg are 0.1
and 21.0 cm, compared to 3.7 and 24.7 cm for SSP5–8.5. As
for SSP5–8.5, the intermodel spread of DSSLA at locations
6–8 is larger than at the other locations. Since the signal-to-
noise ratio is lower for SSP1–2.6, there is less agreement
between models on the season of largest DSLC than for
SSP5–8.5. In contrast to SSP5–8.5, DSLC for SSP1–2.6 is high-
est in spring and lowest in autumn on most of the NWES.
Therefore, the projected seasonal differences in DSLC are
scenario dependent.

b. Seasonal sea level projections at Esbjerg

The largest seasonal differences in DSLC occur in the
southeastern North Sea, for example near Esbjerg (Fig. 1). We
therefore illustrate the seasonality of sea level projections for
Esbjerg in further detail. At Esbjerg, the CMIP6 ensemble has
a median annual mean DSLC of 17.7 cm and a 5%–95% range
of 2.2–26.1 cm for SSP5–8.5 (Fig. 2a, black bar). Spring and
autumn mean DSLC have slightly higher and lower multimo-
del medians than annual mean DSLC (18.2 and 16.9 cm),
respectively, and have differently shaped distributions (Fig. 2a,
light blue and light red bars). For winter, the ensemble projec-
tions are overall higher than for the annual mean, with a
median of 21.1 cm and a 5%–95% range of 2.9–31.6 cm
(Fig. 2a, dark blue bar). The projections for summer are sub-
stantially lower than for the annual mean, with a median of
11.1 cm and a 5%–95% range of 0.8–20.7 cm (Fig. 2a, dark red
bar).

At Esbjerg, the changes in seasonal sea level anomalies are
most apparent for winter and summer (Fig. 2b, dark blue and
dark red bars). The CMIP6 ensemble projects a median win-
ter DSSLA of 3.5 cm (5%–95%: from 20.5 to 9.2 cm) and a
median summer DSSLA of 24.1 cm (5%–95%: from 29.9 to
21.3 cm). The finding that the multimodel distributions of
DSSLA are not equal to the difference between the distribu-
tions of seasonal and annual mean DSLC indicates that

models that simulate large/small seasonal differences in
DSLC do not necessarily also simulate large/small annual
mean DSLC. As noted in section 3a, the seasonal differences
in the projections for Esbjerg are much smaller for SSP1–2.6
than for SSP5–8.5 (supplemental Fig. 4).

The results in sections 3a and 3b raise the question of what
causes the scenario-dependent seasonality of DSLC. In section 4,
we therefore study the dynamics behind the seasonal differences
in DSLC on the NWES. We focus on the effect of wind stress,
motivated by the high correlation between observed seasonal
mean sea level and wind stress on interannual to multidecadal
time scales (Dangendorf et al. 2013b, 2014b; Frederikse and Ger-
kema 2018; Plag and Tsimplis 1999).

4. The effect of wind stress on seasonal differences
in DSLC

To study the effect of wind stress on seasonal differences in
DSLC, we first investigate the ensemble mean changes in sea-
sonal wind stress anomalies (DSWSA) and discuss their rela-
tion to ensemble mean DSSLA (section 4a). Second, we
compare DSSLA and DSWSA between individual CMIP6
models and test the effect of the wind stress changes in these
models on sea level using high-resolution model experiments
(section 4b). Finally, in section 4c, we use model experiments
to test the impact of the representation of the English Chan-
nel in CMIP6 models on simulating wind-driven DSSLA.

a. Ensemble mean DSWSA over the NWES

In winter, the ensemble mean DSWSA for SSP5–8.5 is
approximately southwesterly over the southern half of the
NWES (Fig. 3a). Toward the northwest of the domain, winter
DSWSA decreases in magnitude and becomes southeasterly.
The historical mean winter wind stress anomalies are predomi-
nantly southwesterly over the NWES (see supplemental Fig. 5
for historical and future SWSAs). Therefore, Fig. 3a indicates
that winter wind stress anomalies will become more strongly
southwesterly in the future over the Celtic Sea, the Irish Sea,
the English Channel, and most of the North Sea. In contrast,
summer DSWSA is approximately east-northeasterly (Fig. 3c),
which indicates that the historical, predominantly north-

TABLE 1. Model experiments discussed in sections 4b and 4c. The boundary conditions other than wind velocity are identical in all
experiments.

Model experiments Modification of ERA5-based wind velocity boundary conditions English Channel

Exp_Ref } Open
Exp_Ref_cc } Closed
Exp_CAN 1DSWVA from CanESM5 Open
Exp_UK 1DSWVA from UKESM1–0-LL Open
Exp_IPSL 1DSWVA from IPSL-CM6A-LR Open
Exp_ACC 1DSWVA from ACCESS-ESM1–5 Open
Exp_ACC_cc 1DSWVA from ACCESS-ESM1–5 Closed
Exp_SW 11 m s21 southerly and 1 m s21 westerly Open
Exp_SW_cc 11 m s21 southerly and 1 m s21 westerly Closed
Exp_NE 11 m s21 northerly and 1 m s21 easterly Open
Exp_NE_cc 11 m s21 northerly and 1 m s21 easterly Closed
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northeasterly wind stress anomalies over the NWES in summer
will become more strongly northeasterly. Spring DSWSA varies
from northerly to westerly over the North Sea (Fig. 3b) and
autumn DSWSA is mainly southwesterly over the north and
northwest of the NWES (Fig. 3d). Over most of the NWES,
spring and autumn DSWSA are lower in magnitude than winter
and summer DSWSA. Ensemble mean DSWSA differs rela-
tively little from seasonal mean wind stress change because the
annual mean wind stress change is relatively small over the
NWES (supplemental Fig. 1b).

For a southwesterly wind stress increase over the NWES as in
Fig. 3a, Ekman transport is expected to enhance sea level along
the coasts to the right of the wind stress. Pingree and Griffiths
(1980) modeled the effect of a spatially uniform southwesterly
wind stress over the NWES and indeed found enhanced sea level
in the English Channel, west of the United Kingdom, around
Scotland and Norway, and particularly in the southeastern North
Sea (their Fig. 3). This is qualitatively very similar to the ensem-
ble mean winter DSSLA (Fig. 1a). Pingree and Griffiths (1980)
also found that the increased sea level gradients perpendicular to
the coast are accompanied by geostrophic changes in barotropic
transport along the coast (their Fig. 2).

Assuming linearity, the response to a northeasterly wind
stress change is approximately opposite to the response to a
southwesterly wind stress change. This is consistent with the
ensemble mean summer DSSLA (Fig. 1c), which is negative in
the regions where winter DSSLA is positive (Fig. 1a). These
patterns strongly suggest that the ensemble mean southwesterly
and (east-)northeasterly winter and summer DSWSA over the
shelf cause a large part of the winter and summer DSSLA,
respectively. Basic scaling relationships between wind stress

change and sea level change based on Ekman transport are
likely not easily applicable here, since DSWSA is spatially non-
uniform and involves changes in both magnitude and direction.
Nevertheless, summer DSSLA is likely larger than winter
DSSLA (Figs. 1a,c,e) because summer DSWSA is generally
larger in magnitude than winter DSWSA (Figs. 3a,c). A dynami-
cal effect similar to the projected change can be found in obser-
vations of SSLAs in years with approximately southwesterly
and northeasterly SWSAs (supplemental Fig. 6).

The nearly shelf-wide positive and negative DSSLA in spring
and autumn (Figs. 1b,d) cannot be reconciled with the Ekman
transport expected for the relatively small northwesterly and
southwesterly spring and autumn DSWSA (Figs. 3b,d), respec-
tively. Instead, spring and autumn DSSLA may be more strongly
affected by steric changes and mass redistribution between the
shelf and the deep ocean than winter and summer DSSLA, since
in the Northern Hemisphere the thermosteric component of the
seasonal sea level cycle has a minimum in spring and a maximum
in autumn (Tsimplis and Woodworth 1994; Vinogradov et al.
2008). We leave further investigation of steric effects on seasonal
differences in DSLC to future work.

b. The effect of DSWSA on DSSLA in individual
CMIP6 models

In winter and summer, the ensemble mean DSSLA and
DSWSA appear dynamically consistent (section 4a). However,
Figs. 1e and 2 reveal considerable intermodel differences in
DSSLA. To understand the effect of the intermodel differences
in DSWSA on the intermodel differences in DSSLA, we compare
winter and summer DSWSA and DSSLA between three example
CMIP6 models: CanESM5, UKESM1-0-LL, and IPSL-CM6A-

FIG. 2. Ensemble median projections for Esbjerg of (a) annual mean and seasonal mean DSLC
(cm) and of (b) the change in seasonal sea level anomalies (cm) for SSP5–8.5 (relative to
1995–2014). The bars on the right indicate the 50% (horizontal white stripes), 17%–83% (thick
bars), and 5%–95% (thin bars) percentiles of the multimodel distributions of the mean change in
2081–2100.
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LR. Additionally, as described in section 2b, we use our ROMS
model to test the effect of the wind changes in these models on
sea level and barotropic currents.

Winter and summer DSSLA vary in magnitude between Can-
ESM5, UKESM1-0-LL, and IPSL-CM6A-LR (Figs. 4a–f, col-
ors), but all three models resemble the ensemble mean spatial
patterns (Figs. 1a,c). The DSWSA is also model-dependent and

generally not spatially uniform over the region (Figs. 4a–f,
arrows). Nevertheless, DSWSA and DSSLA appear to be con-
sistent in the models: the stronger and more southwesterly or
northeasterly the DSWSA over the region, the higher the mag-
nitude of winter and summer DSSLA. The contrast between
the over-ocean and overland DSWSAmay be caused by the dif-
ferent surface roughness characteristics of the ocean and the

FIG. 3. Ensemble mean changes of (a) winter (DJF), (b) spring (MAM), (c) summer (JJA), and (d) autumn (SON)
wind stress anomalies (N m22) for SSP5–8.5 (2081–2100 relative to 1995–2014). The colors represent the absolute
change and the arrows the direction. White contours and land masks as in Fig. 1.
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land, affecting the translation of wind-velocity changes to wind
stress changes. The time series of DSSLA at Esbjerg reflect the
model-dependent magnitudes of winter and summer DSSLA
(Figs. 4g–i). Although less of the internal variability is averaged
out for UKESM1-0-LL and IPSL-CM6A-LR (5 and 6 realiza-
tions) than for CanESM5 (25 realizations), Figs. 4g–i suggest
that the projected changes in Fig. 4a–f mostly represent forced
responses rather than multidecadal variability.

Next, we test the effect of winter and summer DSWSA in
CanESM5, UKESM1-0-LL and IPSL-CM6A-LR on DSSLA
by imposing the DSWVA derived from these models on the
ROMS model (as explained in section 2b). The patterns of
DSLC that the ROMS model simulates as a result (Fig. 5, col-
ors) are very similar to the patterns of winter and summer
DSSLA in the CMIP6 models (Fig. 4, colors). This confirms a
causal relationship between DSWSA and DSSLA in winter

FIG. 4. Composite plots of changes in (top) winter (DJF) and (middle) summer (JJA) sea level anomalies (colors; cm) and wind stress
anomalies (arrows; N m22) for (a),(d) CanESM5, (b),(e) UKESM1-0-LL, and (c),(f) IPSL-CM6A-LR for SSP5–8.5 (2081–2100 relative to
1995–2014); and (bottom) time series of winter (blue) and summer (red) sea level anomalies (cm) at Esbjerg for (g) CanESM5, (h) UKESM1-
0-LL, and (i) IPSL-CM6A-LR. The number of realizations used for each model is indicated in the title of each panel. For (a)–(f), model spe-
cific grids are used (detailed in supplemental Table 1). The white circle in (a)–(f) denotes Esbjerg. White contours as in Fig. 1.
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and summer. Additionally, the model experiments imply that
the DSSLA in the CMIP6 models are accompanied by
changes in barotropic currents with opposite directions in
winter and summer. For the experiments forced with winter
DSWVA (Figs. 5a–c), DSLC is smallest in Exp_Can, interme-
diate in Exp_UK, and largest in Exp_IPSL. This is consistent
with the winter DSSLA in the CMIP6 models (Figs. 4a–c) and
suggests that the intermodel differences in DSWSA are
responsible for the intermodel differences in DSSLA. For the
experiments forced with summer DSWVA (Figs. 5d–f),
however, DSLC in Exp_Can and Exp_UK are very similar
despite the differences in summer DSWSA and DSSLA
between CanESM5 and UKESM1-0-LL (Figs. 4d,e). This
may reflect that other factors besides regional DSWSA affect
winter and summer DSSLA in the CMIP6 models. It may also
reflect differences in the translation of DSWVA to DSWSA
between CanESM5 and UKESM1-0-LL due to differences in

atmosphere–ocean coupling and the different atmosphere
grid resolutions (supplemental Table 1).

The ensemble mean winter and summer DSSLA have a
dipole pattern in the North Sea (Figs. 1a,c). This is likely
caused by the wind-driven redistribution of mass in the North
Sea: the ensemble mean winter and summer DSWSA both
have a southeast to northwest gradient in magnitude and
direction (Figs. 3a,c), which may respectively drive a diver-
gence and convergence of the flow in the central and northern
North Sea. For IPSL-CM6A-LR, the dipole pattern of
DSSLA in the North Sea is less apparent (Figs. 4c,f). This
appears to be consistent with the DSWSA in IPSL-CM6A-
LR, which is spatially more uniform than in the other models
(Fig. 4). The absence of a dipole pattern in the sea level
responses to a spatially uniform increase in southwesterly
and northeasterly wind stress supports this interpretation
(Exp_SW and Exp_NE; Fig. 6). The results of Exp_SW are

FIG. 5. Composite plots of the response of sea level (colors; cm) and barotropic currents (arrows; cm s21) in ROMS to (top) winter and
(bottom) summer DSWVA derived from (a),(d) CanESM5 (Exp_CAN), (b),(e) UKESM1-0-LL (Exp_UK), and (c),(f) IPSL-CM6A-LR
(Exp_IPSL), relative to Exp_Ref (Table 1). The arrows representing the response of barotropic currents are plotted every ninth grid cell.
White contours are as in Fig. 1.
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qualitatively very similar to the results of Pingree and Grif-
fiths (1980, their Figs. 2 and 3).

c. The effect of a closed English Channel on
simulated DSSLA

Figures 6a and 6b show that increased southwesterly and
northeasterly wind stress over the NWES induce changes in
barotropic transport through the English Channel. However,
the native land masks of at least 8 of the 33 CMIP6 models in
our ensemble (see supplemental Table 1) are too coarse to
allow these models to resolve currents through the English
Channel. Therefore, we adjust the land mask of the ROMS
model to test the effect of closing the English Channel at the
Strait of Dover on the results of Exp_SW and Exp_NW
(Exp_SW_cc and Exp_NE_cc; Fig. 7).

With a closed English Channel, the effect of a southwest-
erly wind stress increase on sea level rise in winter is
reduced in the southern and eastern North Sea and
enhanced elsewhere on the NWES, especially along the
southern and western coastline of the United Kingdom
(Figs. 7a,c). The effect of a closed English Channel on the
response to a northeasterly wind stress increase in summer
is similar to some extent (Figs. 7b,d). That is, the sea level
fall in summer is mainly reduced in the southern and eastern
North Sea and enhanced along the southern and western
U.K. coastline, but also somewhat reduced in the Celtic Sea.
Since direct transport of water between the English Channel
and the southern North Sea is blocked in Exp_SW_cc and

Exp_NE_cc, the response of barotropic currents to wind
stress is reduced in the southern and eastern North Sea and
enhanced on other parts of the shelf. Based on the results of
these idealized experiments, we expect CMIP6 models with
a closed English Channel to underestimate the difference
between winter and summer DSLC in the southern and
eastern North Sea and to overestimate it mainly along the
coast of the United Kingdom.

We illustrate the effect of a closed English Channel for the
CMIP6 model ACCESS-ESM1-5 by applying the winter
DSWVA derived from ACCESS-ESM1-5 to our ROMS
model (Fig. 8). When the English Channel is closed in the
ROMS model, the sea level response is very similar to the
winter DSSLA simulated by ACCESS-ESM1-5 itself (cf.
Figs. 8a and 8b). When the English Chanel is open in the
ROMS model, the sea level response is higher in the south-
eastern North Sea and lower around the United Kingdom
than in ACCESS-ESM1-5 (cf. Figs. 8a and 8c). So, the repre-
sentation of the English Channel in CMIP6 models affects
their simulation of DSSLA on the NWES. Excluding CMIP6
models with a closed English Channel from the ensemble
increases the ensemble mean of winter DSSLA at Den Helder
by 0.6 cm (28%).

5. Discussion and conclusions

Sea level projections typically only consider annual mean
RSLC, even though seasonal differences in DSLC may

FIG. 6. Composite plots of the response of sea level (colors; cm) and barotropic currents (arrows; cm s21) in
ROMS in (a) Exp_SW in summer and (b) Exp_NE in winter, relative to Exp_Ref (Table 1). Arrows as in Fig. 5;
white contours as in Fig. 1.
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modulate the impacts of annual mean RSLC. Therefore, we
studied the seasonal differences in DSLC on the NWES and
investigated their causes. Based on an ensemble of 33 CMIP6

models, we find substantial changes in seasonal sea level
anomalies on the NWES for the SSP5–8.5 scenario, indicating
substantial seasonal differences in DSLC. The seasonality of

FIG. 7. Composite plots of the response of sea level (colors; cm) and barotropic currents (arrows; cm s21) in ROMS
in (a) Exp_SW_cc in summer and (b) Exp_NE_cc in winter, relative to Exp_Ref_cc (Table 1). (c),(d) Results in (a) and
(b) minus those in Figs. 6a and 6b (response with a closed English Channel minus with an open English Channel).
Arrows as in Fig. 5; white contours as in Fig. 1. The green circles indicate the closed English Channel in the modified
land mask.
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DSLC is largest in the southeastern North Sea, where sea level
rises most in winter and least in summer (Fig. 1). Our experi-
ments with a regional ocean model indicate that the differ-
ences between winter and summer mean DSLC are for a large
part caused by the differences in regional wind stress change
between these seasons (section 4). For SSP1–2.6, seasonal dif-
ferences in DSLC are much smaller, because atmospheric cir-
culation changes are weaker for lower emissions scenarios
(Collins et al. 2013).

To our knowledge, only one other study has investigated
seasonal sea level projections on the NWES using a multi-
model ensemble (Dangendorf et al. 2014b). Although lim-
ited to the German Bight, Dangendorf et al. (2014b) found
that the ensemble mean sea level rise of eight CMIP3 mod-
els was largest in winter and smallest in spring and summer.
This partially agrees with our results, but we also find rela-
tively large sea level rise in spring (Fig. 1b). The seasonal
projections of Dangendorf et al. (2014b) were based on a
sea level pressure proxy reflecting the correlation between
sea level and local zonal wind stress. In contrast, we find
that the twenty-first-century changes in winter and summer
sea level anomalies are mainly caused by regional south-
westerly and east-northeasterly wind stress changes. The sea
level response is most likely governed by Ekman transport
and accompanied by changes in barotropic transport on the
shelf. The proxy of Dangendorf et al. (2014b) does not fully
capture these regional dynamics, nor does it account for ste-
ric effects, which may influence DSSLA especially in spring
and autumn (section 4a).

Since we find that the changes in winter and summer sea
level anomalies on the NWES are largely driven by regional

changes in wind stress anomalies, the large intermodel spread
of projections of atmospheric circulation change (e.g., Oudar
et al. 2020; Shepherd 2014; Woollings 2010) likely introduces
substantial uncertainty in projected DSSLA (e.g., Figs. 1, 2,
and 4). It may be possible to constrain projections of DSSLA
by weighting the CMIP6 models according to their perfor-
mance and interdependence in simulating historical sea level
or wind stress (e.g., Knutti et al. 2017; Lyu et al. 2020). Studies
evaluating the seasonal sea level cycle on the NWES in
CMIP6 models are currently lacking, but they would be war-
ranted in light of our results. Another part of the intermodel
spread stems from internal variability, associated with the lim-
ited number of realizations available for some of the CMIP6
models. Although quantifying this uncertainty would require
additional realizations, the differences between our projec-
tions of DSSLA and those derived by using only a single reali-
zation per model (supplemental Fig. 7) suggest that the
ensemble uncertainty due to internal variability is relatively
modest.

While we focused on future changes and did not evaluate his-
torical performance in this manuscript, we do find that nearly
25% of the CMIP6 models in our ensemble do not resolve the
currents through the English Channel (supplemental Table 1).
This leads to an underestimation of seasonal differences in
DSLC in the southern and eastern North Sea and an overesti-
mation mainly along the southern and western coastline of the
United Kingdom (section 4c). Not resolving currents through
the English Channel likely affects simulations of annual mean
DSLC as well (Hermans et al. 2020b). Therefore, we advocate
excluding models that do not resolve currents through the
English Channel when projecting DSLC for the NWES, unless

FIG. 8. (a) Winter DSSLA (cm) simulated by ACCESS-ESM1–5 for SSP5–8.5 (2081–2100 relative to 1995–2014). Also shown are com-
posite plots of the response of sea level (colors; cm) and barotropic currents (arrows; m s21) in ROMS to winter DSWVA derived from
ACCESS-ESM1-5, with (b) a closed English Channel (Exp_ACC_cc relative to Exp_Ref_cc) and (c) an open English Channel (Exp_ACC
relative to Exp_Ref) (Table 1). Arrows as in Fig. 5; white contours as in Fig. 1; green circles as in Fig. 7.
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the model simulations are dynamically downscaled first. Other
resolution issues, such as related to resolving the inflow of the
North Atlantic Current into the northern North Sea and the
wind forcing near the coast, may further impact the CMIP6 sim-
ulations of DSSLA and need to be investigated.

We studied seasonal differences in DSLC for SSP5–8.5 and
SSP1–2.6, and focused on the effect of wind stress change to
explain these. As a next step, results for SSP scenarios in
between SSP5–8.5 and SSP1–2.6 could be further investigated.
Since changes in wind stress are coupled to changes in sea
level pressure, investigating the additional seasonal differ-
ences in DSLC that the inverse barometer effect (Stammer
and Hütteman 2008) may introduce would also be useful.
Additionally, follow-up studies could investigate steric effects
in more detail by partitioning seasonal differences in DSLC
into steric and manometric changes.

We see two potentially important implications of the sea-
sonal differences in DSLC that we found. First, flood risk
assessments and adaptation planning are currently based on
projections of annual mean RSLC (e.g., Oppenheimer et al.
2019). We showed that coastal sea level rise on the NWES
exceeds the annual mean in spring and winter, which may
cause a stronger shift in the distribution of extreme sea levels
in these seasons than currently considered. Whether the
increase in winter sea level anomalies, which is mainly caused
by increased southwesterly wind stress, can be superimposed
on the height of the most severe storm surges in the south-
eastern North Sea, which occur for extreme northwesterly
and westerly winds (de Winter et al. 2013; Sterl et al. 2009), is
not yet clear. Second, mainly in the southeastern North Sea,
the seasonal differences in DSLC imply a shift in the phase
and an increase in the amplitude of the seasonal sea level
cycle (e.g., supplemental Fig. 2i). This may impact coastal
groundwater dynamics (Gonneea et al. 2013) and ecosystems
in the intertidal zone. Whereas salt marshes with sufficient
sediment accretion may keep up with centennial sea level rise
(Kirwan et al. 2016), even small changes in the seasonal sea
level cycle have the potential to significantly change the sea-
sonal inundation characteristics of intertidal ecosystems,
affecting the prospects for salt marsh development (Balke
et al. 2016; Kim et al. 2011; Morris 2000). Therefore, it is
worth considering seasonal RSLC on the NWES and its
impacts in addition to the annual mean change. This may
apply to other regions as well.
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