
Y E A R BOOK O F B I O L O G I C A L A N T H RO PO LOG Y A R T I C L E

Data sharing in biological anthropology

Connie J. Mulligan1,2 | Doug M. Boyer3 | Trudy R. Turner4,5 | Eric Delson6,7 |

William R. Leonard8

1Department of Anthropology, University of

Florida, Gainesville, Florida, USA

2University of Florida Genetics Institute,

University of Florida, Gainesville, Florida, USA

3Department of Evolutionary Anthropology,

Duke University, Durham, North Carolina, USA

4Department of Anthropology, University of

Wisconsin-Milwaukee, Milwaukee,

Wisconsin, USA

5Department of Genetics, University of the

Free State, Bloemfontein, South Africa

6Department of Anthropology, Lehman

College, City University of New York,

Bronx, New York, USA

7New York Consortium in Evolutionary

Primatology, New York, New York, USA

8Department of Anthropology, Northwestern

University, Evanston, Illinois, USA

Correspondence

Connie J. Mulligan, Department of

Anthropology, University of Florida,

Gainesville, Florida, USA.

Email: cmulligan@ufl.edu

Funding information

National Science Foundation, Grant/Award

Numbers: BCS 1552848, BCS 1826885, DBI

1661386

Abstract

Open data sharing democratizes science by making data more equitably available

throughout the world. Furthermore, open data sharing improves the reproducibility

and quality of research and enables new collaborations powered by the freely avail-

able data. Open data are defined as data that can be freely used, reused, and

redistributed by anyone. For an interdisciplinary field like biological anthropology,

data sharing is critical since one person cannot easily collect data across the domains

relevant to our field. The goal of this paper is to encourage broader data sharing in

our discipline by exploring the state of data sharing in the field of biological anthro-

pology. Our paper is divided into four parts: the first section describes the benefits,

challenges, and emerging solutions to open data sharing; the second section presents

the results of our data archiving and sharing survey that was completed by over

700 researchers; the third section presents personal experiences of data sharing by

the authors; and the fourth section discusses the strengths of different types of data

repositories and provides a list of recommended data repositories.
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1 | INTRODUCTION

We believe that more open data sharing is important for the advance-

ment of the field of biological anthropology. Data in our field are col-

lected from individuals and physical objects that are often temporally

or geographically limited and may not be able to be collected again.

Originally, the ideas of data sharing were focused on the digital char-

acteristics of data and were formalized in the FAIR principles that

specify shared data should be Findable, Accessible, Interoperable, and

Reusable (Wilkinson et al., 2016). As concerns about confidentiality,

participant anonymity, data sovereignty, power differentials between

researchers and participant communities, and historical context

emerged, the discussion expanded from the digital characteristics of

the data to also consider the people involved in the research and the

purpose of the proposed research. These concerns led to the

complementary CARE principles of data governance that

recognize the importance of Collective benefit, Authority to control,

Responsibility, and Ethics (GIDA, 2019). Simply put, data sharing

should be “as open as possible and as closed as necessary”
(H2020Programme, 2020), although researchers may disagree on how

that philosophy should be interpreted and implemented. Thus, while

we aspire for data to be openly shared when possible and appropriate,

we recognize that certain restrictions are often necessary and valid.

Acknowledging the validity of caveats expressed by CARE, we believe

data sharing in biological anthropology can become much more open

than it currently is.

In this paper, we focus on data and metadata. We recognize that

sharing of samples and materials, as well as software and technology,

are also important topics, but we consider them beyond the scope of

the paper. We define “data” to include facts or pieces of information,
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including raw data and summary statistics, as well as digital manifesta-

tions of information, such as scanned images, and related databases,

that is, any information about a sample or specimen. We define

“metadata” to be additional information necessary to understand,

analyze, interpret, and replicate findings, including documentary,

behavioral, demographic, and historical data as well as experimental

protocols, custom software programs, scripts, and annotated code for

statistical analyses, that is, information about the data. We differenti-

ate between “archiving”—depositing digital data in an online database

or repository that can persist without maintenance by the researcher

who deposited the data—and “sharing”—providing some level of

access (e.g., open access, restricted access) to the data that have been

archived. We hope the information in this paper will help to further foster

a culture of data sharing in biological anthropology in which the worthy

aims of open science are fully realized and a future is built in which “there

will be so much data available that ownership will no longer be an issue”

(Hipsley & Sherratt, 2019).

The authors of this paper are members of the American Associa-

tion for Biological Anthropologists (AABA)1 ad hoc committee on Data

Archiving and Sharing. In 2019, we organized a workshop on data

sharing in biological anthropology that was funded by the National

Science Foundation (NSF). A diverse group of 40 participants rep-

resenting a range of sub-disciplines attended the workshop. Two days

of discussions contributed greatly to a shared understanding of the

benefits, challenges, and concerns about open data sharing. The dis-

cussions also supported the main goal of the workshop, which was to

formalize a set of guiding principles and best practices to increase and

normalize data sharing in biological anthropology.

The results of the workshop were published in the American Jour-

nal of Physical Anthropology (AJPA) and briefly outlined guiding princi-

ples and best practices for data sharing in biological anthropology

(Turner & Mulligan, 2019). The AJPA article invited members of the

biological anthropology community to submit comments through Let-

ters to the Editor (LTE) of AJPA; four LTEs were published that

supported the importance of more open and standardized data shar-

ing in biological anthropology, but highlighted challenges that needed

to be addressed, such as preserving participant anonymity, the impor-

tance of engaging all relevant stakeholders, and the need to provide

more detail on how to openly share data (Elton, 2020; Leigh, 2020;

McDade, 2020; Wagner, 2020). A response to the letters to the editor

was published with input from participants of the 2019 workshop and

briefly addressed the challenges to open data sharing and proposed

some solutions (Boyer, Jahnke, et al., 2020).

The current manuscript is influenced by the intellectual contribu-

tions of the workshop participants and LTE writers. Here we provide

a more thorough examination of the benefits, challenges, and emerg-

ing solutions to more open data sharing in the field of biological

anthropology. Specifically, we provide a detailed discussion of the

benefits to open data sharing, such as a more collaborative, equitable,

dynamic science, as well as the challenges, such as issues of partici-

pant confidentiality and anonymity, the need for stronger collabora-

tions with participant communities, and other stake holders, and the

importance of creating a culture of data sharing (Section 2). We also

present results from a survey on data archiving and sharing that was

sent to researchers from different biological fields to query their atti-

tudes and practices with data archiving and sharing (Section 3). Finally,

we present several personal stories of experiences with data sharing

(Section 4) and a guide and recommendations to choosing a data

repository (Section 5).

2 | BENEFITS, CHALLENGES, AND
SOLUTIONS TO MORE OPEN DATA SHARING
IN BIOLOGICAL ANTHROPOLOGY

The goal of data sharing is for all scholars to archive (preserve) and

share (make available) their data in such a way that anyone can find

and reuse those data without knowing a priori that the data exist and

without the need to inform or ask permission from the researcher

who generated the data. The movement toward open sharing of data

has been building for decades, but often only in specific disciplines

(Birney et al., 2009; Delson et al., 2007; Gewin, 2016; Parr &

Cummings, 2005; Pienta et al., 2010; Rausher et al., 2010).

The underlying philosophy of open data sharing is that data and

samples collected by scholars are part of our global human heritage and

should be shared with other scholars and with the public (Mons, 2020;

O'Doherty et al., 2021; Phillips et al., 2020; Turner & Mulligan, 2019;

Vitelli & Colwell-Chanthaphonh, 2006).

Data sharing has the short-term goal to promote the replicability,

reproducibility, and correction of research and the long-term goal to

transform existing scientific fields and create new fields of research.

More open data sharing requires a shift from a competitive view of sci-

ence that only recognizes individuals for the scholarly impact of the

papers they author to a more collaborative one that also recognizes indi-

viduals for the impact of the data they make available. This culture shift

will incentivize researchers to share their data more openly and will

help align researcher career interests with the greater good of science

and society (DigitalScience et al., 2020).

Increases in data sharing have been driven by the digitization of

information in a form that is easily shared (Hipsley & Sherratt, 2019).

The largest and most transformative data sharing initiative was the

Human Genome Project, begun in 1990 and completed in 2003. Dur-

ing the Human Genome Project, raw DNA sequence data were

uploaded within 24 h of their generation to GenBank, a repository

where anyone in the world could easily and freely access the data

(NCBI, 2021; NHGRI, 2020). Most recently, the UK Biobank released

200,000 genome sequences of participants in the long-running British

health study, along with anonymized medical information

(Kaiser, 2021). This open sharing of genetic data has resulted in hun-

dreds of millions of publicly available DNA sequences, transformed

the generation and analysis of genetic data, and driven the creation of

new fields like personalized medicine, conservation genetics, pal-

eogenomics as well as the ongoing response to the COVID-19

pandemic.

As of today, there seems to be a certain inevitability to more open

data sharing as scholarly journals, funding agencies, and professional
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organizations move towards greater expectations of data sharing.

Journals began encouraging the sharing of data presented in publi-

shed articles over a decade ago. Historically, very few social science

data sets have been archived and disseminated through public reposi-

tories since informal data sharing has traditionally been much more

common (Pienta et al., 2010). However, that situation is changing as

more journals implement data policies with a range of data sharing

expectations. Data sharing policies in journals vary by field with

anthropology journals falling in the middle of the social sciences along

with political science and psychology (58% of anthropology journals

have a data policy versus 74% in economics, 60% in political science

and psychology, 46% in sociology, and 18% in history) (Crosas

et al., 2018). Anthropology journals are less likely to have a strict data

policy that requires data sharing than political science or psychology

(10% in anthropology vs. 30% in political science and 22% in psychol-

ogy). Interestingly, there is an association between a journal's promi-

nence (measured as ranking or impact factor) and the existence of a

data policy (Crosas et al., 2018). In 2019, the American Journal of Bio-

logical Anthropology, the flagship journal for biological anthropology,

began requiring a Data Availability Statement for all publications and

currently “expects data sharing” though a move to “requires data

sharing” may be in the future.

One of the biggest challenges to the paradigm shift needed to

move from a competitive view of science to a more collaborative cul-

ture is to demonstrate to individual researchers the personal and socie-

tal benefits of such a shift. Some of the benefits to individual

researchers and to the research community are increased publications,

better citation impact, and an accelerated pace of research, as shown in

several studies. Researchers who reviewed over 50,000 journal articles

reported that articles that included a data availability statement and a

link to a data repository were associated with an increase in citation

impact up to 25% (Colavizza et al., 2020). Based on a survey of over

7000 social science projects funded by the NSF and the National Insti-

tutes of Health (NIH) over the past 40 years, researchers evaluated the

effect of no data sharing, informal data sharing, and archived data shar-

ing (i.e. data sharing through an archive); they found in comparison to

no data sharing, that informal and archived data sharing resulted in an

increase of 2.31 and 2.42, respectively, more publications by members

of the original research team, even after controlling for demographics,

faculty status, scientific discipline, number of federal grants awarded,

and institutional home of the principal investigator (Pienta et al., 2010).

Using a number of secondary publications (in which no member of the

original research team was a coauthor) as a measure of data reuse and

resultant downstream research productivity, Pienta et al. (2010) also

found that informal and archived data sharing resulted in 4.78 and 6.81

more secondary publications, respectively, relative to no data sharing.

Furthermore, in fields with more established data sharing cultures, like

computational fields, data sharing has accelerated the pace of research

as measured by more collaborations, larger research networks,

increased number of publications, the reduced time between original

and follow-up research, an influx of enthusiastic young researchers,

and ‘previously unheard-of vertical and horizontal “collaboration mobil-

ity”’ (Plis & Calhoun, 2021).

Despite the demonstrated benefits of open data sharing, there are

significant challenges to expanding data sharing in biological anthropol-

ogy. Some of these challenges include issues of indigenous data sover-

eignty and including participant communities in decision-making;

repatriation of samples as well as restricted access to physical collec-

tions and image data by museums; confidentiality and anonymity

when dealing with potentially identifying data; and the lack of a strong

culture of data sharing in biological anthropology. The need to mean-

ingfully engage with marginalized, indigenous, Aboriginal, and BIPOC

communities is critical in order to address their concerns and incorpo-

rate their goals, but also to ensure they are not left behind in the

move to more open data sharing (Mc Cartney et al., 2022). Protecting

vulnerable populations, particularly those that have been abused by

the research community in the past, is of paramount importance

(Lipphardt et al., 2021; Normile, 2021; Thomas & Quinn, 1991).

Although some scholars view the data they have collected as theirs to

use or share, many participant indigenous communities believe that

data are part of their group's identity, property, and heritage

(Nicholas, 2014). Some indigenous communities have endorsed the

CARE Principles for Indigenous Data Governance (see above) that

reinforce their right to engage in the decision-making process in

accord with indigenous values and collective interests (GIDA, 2019).

Recent publications that provide guidelines for ethical ancient DNA

research expand the stakeholder communities by stressing the need

to engage descendent communities and highlight data sharing as a

particular issue of concern (Tsosie et al., 2021; Wagner et al., 2020).

Ultimately, greater discussion and collaboration between scholars and

indigenous communities support the CARE principles and will lead to

richer and more holistic research (e.g. Austin et al., 2021).

Another key issue is that many valuable specimens and images

are held by museums. Historically and currently, access to museum

specimens for research and imaging has been easier for researchers

affiliated with the museum, as well as members of well-known labs

(Davies et al., 2017; Hipsley & Sherratt, 2019). This is somewhat

unavoidable given the museum mission as stewards of their collec-

tions, but more open sharing of digital versions of specimens provides

an opportunity for more equitable access to museum holdings for

research and education. However, museums still have restrictions on

third-party data sharing, such as the need to cite the museum and the

specimen identifier. Even these light restrictions can create problems

since most museums are not equipped to make third-party digital

holdings discoverable or facilitate data access on request. The 3D data

repository MorphoSource.org has helped alleviate these blockages by

allowing researchers to upload data and museums to manage access

to those data. MorphoSource has thus enabled massive amounts of

museum data to be mobilized by providing a FAIR-principled platform

that effectively models the rights and roles of key stakeholders.

A more difficult challenge faced by museums and anthropology

research communities is the call to repatriate collections of physical

samples to descendant communities. Many museums have already

begun, or are in the process of repatriating such collections. For exam-

ple, the Morton collection at the University of Pennsylvania Museum

of Archaeology and Anthropology, which contains almost 1000 crania
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collected by Dr. Samuel G. Morton during the first half of the 19th

century, represents an excellent example of the challenges faced with

museums. Morton (1849) used these crania to support racist notions

of biological variation by looking for cranial differences between the

races and ranking each race's intellectual abilities (see Geller, 2020 for

a historical account). In the early 2000s, computerized tomography

(CT) scans of these skulls and thousands of others at the museum

were made available online allowing more than 100 researchers

access and leading to more than 70 publications. However, in the

summer of 2020, the long history of racial injustice in the

United States boiled over into protests after the killing of George

Perry Floyd and the museum put the entire physical and digital collec-

tion in storage and halted research. The museum is now in the process

of hiring an anthropologist of color to direct repatriation efforts, and

the hope is that improved engagement with descendant communities

will expand ideas of what research is and lead to better, more holistic

research. “People think about repatriation as something that's going

to empty out museum shelves, but in reality, it fills the museum back

up with these relationships and connections” says Dorothy Lippert, an

archaeologist and tribal liaison at the National Museum of Natural

History and a citizen of the Choctaw Nation (Wade, 2021).

There are also concerns that data could lead to the identification of

study participants, rendering promises of confidentiality and anonymity

meaningless. In theory, having multiple and different data elements

could allow for the identification of a study participant or a non-

participating individual although it is unclear how often such a situa-

tion occurs. Genetic data are often cited as an example of potentially

identifiable data. The advent of low cost, high-throughput DNA

sequencing platforms and broad sharing of genetic data through data

repositories and public ancestry websites have made genetic data

accessible on a scale unimaginable a couple of decades ago (Bonomi

et al., 2020). For example, in 2005, a 15-year-old boy was able to

identify his anonymous sperm donor father by sequencing his Y chro-

mosome through an online genealogy DNA-testing service and using

two websites that enabled him to identify two close DNA matches

with a shared surname and another website that identified his father

as a man with the same surname and the birthdate and place of the

sperm donor (BBCNews, 2005). Since then, there have been many

stories of people identifying relatives, and police identifying perpetra-

tors of crimes, through DNA testing of samples and evidence in com-

bination with ancestry websites and national DNA databases.

However, these stories represent a fraction of the hundreds of mil-

lions of human DNA sequences available in online repositories.

Genetic identification of a specific person would typically require

genome-scale data or hundreds of forensically-informative genetic

markers as well as similar data from that individual or a close relative,

which is not true for the majority of research participants. Neverthe-

less, researchers should make clear to study participants who are

donating DNA samples that their anonymity cannot be guaranteed.

Finally, there is not yet a strong culture of data sharing in biological

anthropology and this must be acknowledged and changed in order to

realize the full benefits of open data sharing. The most popular means of

sharing data, for example, “data available upon request” statements

and providing data in supplemental material or on personal websites, are

not considered data sharing according to the FAIR principles for the fol-

lowing reasons: the data are not Findable without knowing a priori

that the data exist and the possibility exists that the files could disap-

pear in the future, the data are frequently not Accessible without con-

tact or permission from the author, and the data are often not

Interoperable or Reusable because of incompatible formatting or a

lack of interpretable metadata (Wilkinson et al., 2016). Furthermore,

authors frequently do not respond to data requests despite claiming

that data are available upon request. Although limited research has

been done to investigate the effectiveness of “data available upon

request” statements, the consensus is that such statements are an

ineffective means to share data and result in significant delays in

obtaining data (Langille et al., 2018; Tedersoo et al., 2021; Vines

et al., 2013). Vines et al. (2013) compared four means of data sharing

and reported that contacting authors of “data available upon request”
statements resulted in data being sent in only �59% of cases and

often required multiple emails and weeks of waiting (although all

seven requested data sets from BMC Evolutionary Biology arrived

within 2 weeks). Tedersoo et al. (2021) sent data requests to

corresponding authors (and co-authors) of 875 papers published in

Nature and Science from 2000 to 2019 representing nine different dis-

ciplines and reported that data requests were fulfilled only 39.4% of

the time, with a range of 27.9%–56.1% among disciplines. Interest-

ingly, social science authors declined to share data (as opposed to

ignoring the request) more often than authors from the other eight

disciplines.

Low levels of data sharing likely impact the quality of research

since the data are not freely available for replication or future studies.

Based on a study of 49 papers published in two major psychology

journals, Wicherts et al. (2011) reported that a reluctance to share data

was associated with weaker support for results and a higher prevalence

of statistical errors. A tendency to report only the best results and poor

availability and documentation of data may lead to more error and bias

in published studies, suggesting that increased data sharing will improve

the reproducibility of results and the robustness of research in general

(Destro Bisol et al., 2014). Creating a culture of more open data sharing

will likely require moving beyond voluntary action to data sharing

requirements. Vines et al. (2013) reported that journals with mandated

data archiving policies improved the odds of finding the data online

almost 1000-fold compared to journals with no data policy. A study of

genetic data sets extracted from over 500 papers published between

2008 and 2011 reported that 77% of papers provided data immediately

(through supplemental material or online repositories), 78% shared data

after emails sent to authors of papers where data available upon

request was explicitly stated, and 83% shared data when emails were

sent to all authors of papers with no information on data availability;

this relatively high level of data sharing shows the effectiveness of an

established culture of data sharing culture in the field of genetics where

even emails to authors resulted in high levels of data sharing (Destro

Bisol et al., 2014).

The big challenge in encouraging more researchers to share their

data more openly is to address their concerns, which include lack of
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recognition for sharing data, apprehensions about how the data will

be used (e.g. being “scooped,” misrepresented, or errors found), and a

perceived loss of power through sharing (see Section 3 for the results

from our survey). Concerns about being “scooped” are often cited,

although stories of actual scooping by researchers other than collabo-

rators (i.e., those who do not already have access to the project data)

are scarce. As Elton points out (2020), the data are not the intellectual

property, the ideas are, and chances are slim that two people will have

the same idea when it comes to a specific data set. A combined

carrot-and-stick approach to encourage more open data sharing may

be most effective. As mentioned above, open data sharing is associ-

ated with many benefits, including an increased number of publica-

tions and enhanced citation impact (Colavizza et al., 2020; Pienta

et al., 2010). There are several movements to further increase recog-

nition and reward for scholars who share their data, and more broadly

those who share their research efforts and time. Marwick and

Birch (2018) have proposed a scholarly citation standard for data-

bases, comparable to that for published articles, that ensures authors

receive appropriate credit. Journals like PLOS ONE are encouraging

researchers to submit their protocols for publication in recognition of

the effort necessary to develop protocols and to increase broader

sharing of research methods and transparency in research

(Protocols—PLOS). ORCID iDs are unique digital identifiers that follow

researchers' accomplishments throughout their careers, even with

name changes, by recognizing publications, preprints, databases,

grants, peer reviews, and other achievements. There is also a move-

ment to include shared data sets in the H-index that is often used to

measure the impact of an author's scholarly record (DigitalScience

et al., 2020). Finally, faculty can encourage universities to give credit

for data sharing by including this information in their curricula vitae,

annual activity reports, and tenure-and-promotion packets.

Journals and funding agencies are becoming more assertive in

creating and enforcing strict data-sharing policies that conform to the

FAIR principles. The Proceedings of the National Academy of Sciences

recently banned a researcher from publishing in the journal for 3 years

after he refused to share a mutant algal strain in violation of the

journal's data and materials sharing policy (Berenbaum, 2021;

Offord, 2021). Since a journal's data-sharing policies take effect after

the study is complete and ready for publication, data sharing policies

at funding agencies are potentially more impactful because they

require the researcher to consider data sharing before the project

begins and are more likely to ensure that data sharing is integral to

the success of the project. Data management plans are now required

for all grant proposals to NSF and NIH and encourage researchers to

resolve data management and sharing issues before the project has

begun. Discussions with stakeholders (e.g. study participants, indige-

nous communities, government officials, and museums) before a pro-

ject has begun show respect for stakeholder input and are more likely

to be productive and result in innovative agreements about data shar-

ing. Since granting agencies require data management and sharing pol-

icies, costs for these activities should be written into the grant

budget. Ultimately, federal funding agencies have clearly worded data

and materials sharing policies that will increasingly be enforced so it

behooves researchers to prepare for this change and embrace more

open data sharing. For example, NSF's policy states that

Investigators are expected to share with other

researchers, at no more than incremental cost and

within a reasonable time, the primary data, samples,

physical collections and other supporting materials cre-

ated or gathered in the course of work under NSF

grants. Grantees are expected to encourage and facili-

tate such sharing. (NSF, 2020).

Progress is being made in addressing the confidentiality and privacy

issues associated with sharing data. Several creative solutions are in

development that allow the analysis of shared data while protecting

identifying information, as well as the integration of computational tools

with sharing platforms that allow analyses without access to the raw

data. The Dataverse Project (dataverse.org) is one platform that is finding

the middle ground between fully open and fully closed data sets (Crosas

et al., 2018). For instance, metadata that are unrestricted are published

so the data set is findable through a public repository, but restricted data

are only accessed by authorized users with an approved use agreement.

Developers are also integrating tools to create differentially private

releases that introduce a minimum amount of noise to preserve individ-

uals' privacy so that researchers can conduct certain analyses without

accessing the raw data. COINSTAC (coinstac.org) is a platform that cre-

ates decentralized data sets but does not move the data from the sites

that own them and has integrated analytic tools that allow researchers

to launch computations on a custom decentralized data set from any-

where in the world (Plis & Calhoun, 2021). The development of innova-

tive data-sharing platforms that grapple with issues of confidentiality,

privacy, and limited access to samples, data, and analytic tools is an

emerging, interdisciplinary field with calls for researchers and developers

from around the world to join the cause (Plis & Calhoun, 2021).

As data sharing becomes more widespread, more resources are

becoming available. University libraries are getting involved by offering

workshops, one-on-one consultations, and online resources for develop-

ing data management plans, creating data spreadsheets for archiving and

sharing, identifying appropriate data repositories, providing assistance to

upload data to repositories, and sometimes paying fees for institutional

access to online repositories. In addition to a veritable smorgasbord of

online data repositories (Section 5), there are also a growing number of

resources that evaluate different repositories (https://www.nature.com/

sdata/policies/repositories; Devriendt et al., 2021; Pauli et al., 2017).

3 | RESULTS OF DATA ARCHIVING AND
SHARING SURVEY

3.1 | Characteristics of survey respondents

We developed a survey to query researchers on their attitudes and

practices with data archiving and sharing across different anthropologi-

cal and biological fields (full survey report at https://ql.tc/4reI82). A
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primary goal of the survey was to better understand the potential bene-

fits and challenges that motivate and limit broader data archiving and

sharing. In reading some of the responses to the survey, a secondary

benefit of the survey may have been to educate researchers, possibly

young researchers primarily, about the importance of data archiving

and sharing.

The survey questions were developed by the authors based on our

experiences with data sharing, data repositories, and research and pub-

lishing in biological anthropology. The survey was administered through

Qualtrics at http://bit.ly/DataShareSurvey (note: survey is closed and

no longer accessible from this link). The link to the survey was distrib-

uted via listserv, website, newsletter, and/or Twitter account to 25 pro-

fessional societies and research communities in anthropology, biology,

evolution, ecology and related disciplines, and department websites (-

Table S1). We surmised from write-in answers about where respondents

accessed the survey that the link to the survey was further distributed

by respondents to other websites, departmental listservs, and col-

leagues. The goal was to distribute the survey as widely as possible, and

we specifically included disciplines outside of anthropology that had

more experience with open data sharing, in order to get a broad range

of responses. Nevertheless, the sample of respondents was not a ran-

dom sample of researchers, but was biased toward people who are likely

to respond to surveys and the distribution sites were biased towards

those known to the authors. These limitations are likely to have

influenced our data set of responses in several ways. First, we purposely

included researchers outside of anthropology in order to collect a broad

range of responses. It is possible that people who felt strongly in favor

of open data sharing were more likely to respond than those who held

negative views on open data sharing. However, the reverse could also

be true. Second, although many questions allowed write-in responses,

the majority of questions were in a multiple-choice format meaning that

other responses were not possible. Ultimately, the results from a survey

are only as good as the survey itself. We believe that the number and

range of responses indicate we were successful in reaching a broad

audience and receiving diverse responses to the questions.

The survey was live from May 23 to August 2, 2021, and the last

response was received on July 23, 2021. We received 722 complete

responses. The majority of respondents accessed the survey through

the website for the American Association of Physical/Biological

Anthropologists and were tenured full professors or graduate students

(Table 1). Respondents came from a variety of fields with the highest

representation from physical/biological anthropology (13%), evolu-

tionary biology (12%), paleoanthropology (10%), archaeology (8%), and

bioarchaeology and skeletal biology (6% each). Twenty-one percent of

respondents identified as a member of an under-represented or mar-

ginalized group with Racial identity and Sex reported as the most com-

mon under-represented or marginalized identities.

3.2 | Using data shared by other researchers

Almost 80% of respondents (530 respondents, 78.3%) reported that they

had benefited from other researchers sharing their data. In answer to the

question “How did you benefit?”, the top three responses indicated

clear benefits to the respondents' research, namely that research was

improved, performed more quickly and less expensively, or would not

TABLE 1 Characteristics of survey respondents

Society membership (>30 respondents/

category) Percenta #

American association of physical/

biological anthropologists

29% 221

European society for the study of human

evolution

20% 157

American society of ichthyologists and

herpetologists

11% 87

Human biology association 7.0% 54

American society of primatologists 4.6% 35

Morphmet 4.4% 34

American association of anthropological

genetics

4.0% 31

Career stage or occupation
(>30 respondents/category)

Full professor (tenured) 19% 133

Graduate student 17% 119

Associate professor (tenured) 13% 90

Assistant professor 12% 80

Postdoctoral fellow 12% 80

Emeritus professor 4.5% 31

Field of expertise (>30 respondents/
category)

Physical (biological) anthropology 13% 204

Evolutionary biology 12% 186

Paleoanthropology 10% 155

Archaeology 7.8% 120

Bioarchaeology 6.3% 97

Skeletal biology 6.1% 94

Human biology 5.8% 90

Primate behavior and ecology 5.8% 90

Genetics/genomics 5.7% 88

Functional anatomy/biomechanics 5.7% 84

Paleontology 4.8% 74

Phylogenetics 4.1% 63

Biogeography 2.8% 43

Member of an under-represented or

marginalized group (21% of
respondents)

Racial identity 26% 57

Sex 25% 55

Sexuality 15% 34

Socioeconomic 15% 34

Gender identity 8.2% 18

aRespondents were able to choose more than one category and

percentages are based on the total number of responses to each question

rather than the number of total respondents.
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have been possible otherwise (total of 74%; Table 2). Additional write-

in answers mentioned an improved ability to do data analyses and specifi-

cally included: being able to personally conduct analyses with shared

data; learn new skills with shared software; understand the authors' code

and learn analyses by reproducing their code; learn data management

techniques; verify results and correct mistakes; provide new evidence for

existing theories; improve a publication; and have a better understanding

of the research. Two selected statements capture some of the goals of

open shared data: “My student was able to execute all of a thesis with

shared data” and “My disability limits my travel to field sites; shared

data allows me to still ask questions.”
In terms of how researchers accessed the shared data, responses

were evenly split between online repositories (332 responses, 46%)

and direct sharing with the author (327 responses, 45%). Respondents

were asked to specify the online repositories they had accessed and

the NCBI databases, MorphoSource, and Dryad were each mentioned

�50 times (Table 3). In total, almost 100 repositories were mentioned,

demonstrating that researchers are accessing data from a wide variety

of sources and providing a valuable summary of the types of shared

TABLE 2 Benefits from using data shared by other researchers
(530 respondents)

Response Percenta #

Improved an ongoing study through data

resources made accessible to me

32% 379

I was able to do a research project much

more quickly and less expensively

(without having to travel or pay for as

much data collection)

21% 247

I was able to design and execute a study

that would not have been possible

otherwise

21% 241

Improved my teaching/outreach through

data resources made accessible to me

15% 177

I was able to design and execute all or

part of a thesis with shared data

8.5% 99

Other (write-in) 2% 23

aRespondents were able to choose more than one category and

percentages are based on the total number of responses to each question

rather than the number of total respondents.

TABLE 3 Online repositories used by survey respondents to access data shared by other researchers (530 respondents)

Repository
#
mentions

NCBI repositories, such as GenBank/SRA/dbGAP/GEO 51

MorphoSource 50

Dryad 47

GitHub 15

Figshare 14

Zenodo 14

Digital Morphology Museum/KUPRI (Kyoto University's Primate Research Institute) 8

GBIF (Global Biodiversity Information Facility) 6

Digimorph; European Nucleotide Archive (ENA); ResearchGate; OSF (Open Science Framework) 5

Academia.edu; PRIMO 4

ADS (Astrophysics Data System); EMBL (European Molecular Biology Laboratory)/Ensembl; Mendeley; NHANES (from CDC); NOW

(New and Old Worlds paleontology database); PalaeoDB; Wellcome Osteological Research Database

3

BOLD (Barcode of Life Data System); DHS (Demographic and Health Surveys); Google Scholar; ICPSR (Inter-university Consortium for

Political and Social Research); MoveBank; Neotoma Paleoecology Database; NESPOS (Pleistocene People and Places, formerly

Neanderthal Studies Professional Online Service); NOAA National Centers for Environmental Information; SketchFab; VertNet;

WorldClim

2

AAOF (American Association of Orthodontists Foundation) Legacy Collection; African fossils; AddHealth (National Longitudinal Study of

Adolescent to Adult Health); AHOB (Ancient Human Occupation of Britain) Database; Allen Brain Atlas; Animal Diversity Web;

ArchNet.org; Arctos; Aves 3D; Bakeng se Afrika/University of Pretoria; BioBank Japan; CARTA; Dataverse Project; DDBJ (DNA Data

Bank of Japan); Earth System Grid Federation; eLife; European Mammal Foundation; ESRF (European Synchrotron Radiation Facility);

FaceBase; Federal government; HAPMAP; HCHS/SOL (Hispanic Community Health Study/Study of Latinos); Human Fossil Record;

iDigBio; iNaturalist; IPUMS (Integrated Public Use Microdata Series); IsoBank; IUCN (International Union for Conservation of Nature);

JSTOR; Love Consortium; KEGG (Kyoto Encyclopedia of Genes and Genomes); mGAP (Macaque Genotype and Phenotype Resource);

MIDUS (MIDlife in the United States); Morphobank; MorphoMuseuM; NatureServe; NCD-RisC (Non-Communicable Diseases - Risk

Factor Collaboration); NHM (Natural History Museum) Data Portal; NICHD DASH (Data And Specimen Hub); NMDID (New Mexico

Decedent Image Database); NSHAP (National Social Life; Health and Aging Project); ProteomeXchange; OBIS (Ocean Biodiversity

Information System); Open Context; Personal Genome Project; ORSA (Open Research Scan Archive); panTHERIA; Pfam (Protein

families); PsychENCODE; PubMed; Qiita; Road Database; ScienceDirect; TAPS (Tsimane’ Amazonian Panel Study); tDAR (the Digital

Archaeological Record); TNT (The Neandertal Tools); UK Biobank; UK Data Archive; UniProt; USGS National Inventory of Dams;

World Bank; ZFIN (ZebraFish Information Network); https://c14.arch.ox.ac.uk; https://wonder.cdc.gov/

1
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data that are available to researchers. Respondents were also able to

write in other ways in which they had accessed data and these

61 responses primarily mentioned journal supplementary materials

and lab/author websites, but also included non-online museum data-

bases or collections, local or departmental repositories or databases,

data sharing through collaborators, hard-copy dissertations, and state

government data requests.

The 147 respondents (21.7%) who reported they had not

benefited from data sharing by other researchers identified two main

barriers—difficulties in re-using data (because the data collection and

reporting methods are complex and poorly standardized) and the lack

of a data-sharing culture in their field (Table 4). Lack of repositories

was the third most frequent barrier, but lack of knowledge about

appropriate repositories may be the real barrier as this was the most

common write-in response to a later question about the challenges

that limit data sharing (Figure 2). Stakeholders who prevent data shar-

ing were also cited as a reason that limits the benefits from data shar-

ing. Respondents were able to write in other reasons they had not

been able to benefit from openly shared data. The vast majority of

write-in responses (74%, 42/57 responses) indicated that respondents

did not need other's data to conduct their research, had never tried to

access other's data, or were too busy working with their own data to

be interested in others' data. Some of these responses, for example,

“Simply haven't pursued this option yet” or “I am confident that if I

did need this [others' raw data], I'd likely be able to get it,” suggest an
openness to data sharing even among the 21.7% of respondents who

reported they had not benefited from data sharing by other

researchers. The remaining write-in responses were generally men-

tioned only once and included: use of data that are published in

papers or supplemental materials (in contrast, other respondents

interpreted data shared in papers as openly shared data); reluctance

to share data by respondents and other researchers in the field;

shared data are not useful or sufficiently annotated to be useful; the

need to generate original data for a degree; the difficulty of

anonymizing human subject data; work with communities with data

sovereignty and access agreements; the obligation to include others

as co-authors if you use their data; concern that shared data might be

false; and the mechanisms for sharing are still incipient.

3.3 | Sharing one's own data using an online
repository

When asked “Have you archived and/or shared data using an online

repository before?” more than half of respondents (57%, 369 respon-

dents) answered in the affirmative. When asked what motivated them

to archive and share their data, three of the top four answers indi-

cated an altruistic view of research in which data sharing was done to

help others, satisfy personal or professional standards, or to “pay it

forward” after having benefited from others sharing their data (total

of 55%, Table 5). Two strongly endorsed responses (Required to share

data by journals or funding agencies, total of 26%) suggest that journal

and funder requirements to make data publicly available are effective

at expanding data sharing. The desire to increase the impact of one's

research, for example, increased data citations, was endorsed by 12%

of respondents. Low endorsement of responses that indicate expecta-

tions or encouragement of data sharing by stakeholders or employers

(total of 5.3%) strengthens the view that there is not yet a culture of

data sharing. Additional write-in responses included: “it's the right

thing to do”; transparency and reproducibility; create new collabora-

tions; foster scientific advancement; encouraged but not required by

a journal; part of project design; potential benefit to study population;

data preservation; expected/encouraged by co-authors; and part of a

thesis. One respondent disputed that data are the property of

researchers and stated that our survey should have engaged more

with the impacts of colonialism and white supremacy.

When asked how study respondents had benefited from sharing

their own data, three of the top four responses indicated benefits spe-

cific to the respondent, that is, increased citations, invitations to col-

laborate, and providing evidence of data sharing for a grant proposal

(total of 51%, Table 6). The other response in the top four stated that

another researcher was able to confirm and build on the shared data,

supporting the idea that data sharing leads to an increased pace of

research. The vast majority of write-in responses indicated that the

respondents had not received any benefits from sharing their data,

but some noted that they had not received any benefits “yet,” or any
benefits “except good feelings” indicating a generally positive attitude

toward data sharing regardless of benefits. Only one respondent was

rueful about spending much money to collect the shared data and

having gotten nothing from it. Other write-in responses included:

helps my own data analysis and retrieval; positive feedback from

other researchers; acknowledgment in papers; asked to contribute a

paper; an error was noted and corrected; expand my professional net-

work; being a good citizen; personal satisfaction; happy to share; and

“it's just the correct thing to do.” One respondent stated “I put years

TABLE 4 Reasons that respondents were not able to benefit from
data sharing by others (147 respondents)

Response Percenta #

The data collection and reporting

methods are complex and poorly

standardized meaning it is difficult to

re-use data between studies

28% 56

There is not a culture of sharing data in

my field (it is not required or expected)

22% 43

There are no repositories capable of

storing my field's data in a useful way

11% 21

Stakeholders other than the researchers

who collected the original data act to

prevent data sharing in my field (e.g.,

museum administrators, descendent

populations)

8.6% 17

Other (write-in) 30% 60

aRespondents were able to choose more than one category and

percentages are based on the total number of responses to each question

rather than the number of total respondents.
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of effort into gathering data. Nice to see it being used by others. This

increases its impact. I don't care about credit.” A word cloud based on

both the multiple-choice and write-in answers to the question about

the benefits of data sharing highlights new and increased results,

papers, grants, collaborations, and invitations constitute the primary

benefits of data sharing (Figure 1).

Respondents who indicated they had archived and/or shared their

data using an online repository were asked to list the repositories they

had used. A wealth of databases and websites were mentioned,

although not all were data repositories that meet FAIR guidelines

(e.g., journal supplementary information, manuscript repositories like

ResearchGate, or personal websites; Table 7). The top three reposito-

ries were Dryad, NCBI databases, and MorphoSource, representing

�40% of the online data repositories mentioned. These repositories

were also the top three sites mentioned for accessing data (Table 3),

suggesting that these repositories are easy to use for accessing, archiv-

ing, and sharing data sets. Over 80 repositories were used by respon-

dents to archive and share data, again demonstrating that researchers

are archiving and sharing data through a wide variety of sources and

providing a valuable summary of the repositories that are available for

sharing data. The sheer number of repositories available creates a chal-

lenge for researchers to determine where best to share their data and

we provide guidance on trusted repositories in Section 5 of this paper.

3.4 | Breakdown of data sharing by field of
expertise and professional society

Survey responses were also analyzed according to the respondent's

field of expertise and professional society (Table 8). The first result to

note is that respondents from all fields reported high levels of having

benefited from others sharing their data, ranging from 66% in primate

behavior and ecology to 98% in phylogenetics. Majority support for

the benefits of data sharing was also shown in the professional socie-

ties, ranging from 57% in the Human Biology Association to 97% in

the American Association of Anthropological Genetics. The other

result to note is that all fields and societies showed more individuals

who reported they had benefited from others sharing their data than

those who reported having shared their own data. Sometimes the gap

between benefiting from shared data and sharing one's own data was

quite large, such as the 48% and 36% differences seen in bio-

archaeology and archaeology, respectively. The 31% difference seen

in physical (biological) anthropology respondents was the third-largest

gap among research fields and the 28% difference seen in AABA

respondents was the largest gap among societies—both of these num-

bers suggest there is not a strong data sharing culture in biological

anthropology. The gap may also reflect a lack of data to be shared

because of not having completed a research project, as reported by

19% of respondents who had never shared their data (Table 10). The

high number of respondents who have not completed a research pro-

ject may reflect the high percentage of graduate student respondents;

the increase in benefiting from others' shared data relative to sharing

one's own data suggests that junior faculty who have not completed a

research project may benefit preferentially from more open data sharing.

Benefiting from other's shared data and sharing one's own data are

highly correlated and the rankings for both sets of responses are

TABLE 5 Motivation to archive and share data (369 respondents)

Response Percenta #

I wanted to benefit others by sharing my

data

20% 244

Satisfy my own personal/professional

standards

19% 237

Required to by journals in which I publish

my research

17% 211

I have benefited from others sharing data

and wanted to pay it forward

16% 191

I hoped to increase impact of my data

(e.g., to generate data citations)

12% 152

Required to by a foundation supporting

my research (e.g., NSF)

9.1% 112

Expected/encouraged by other

stakeholders (e.g., museum policy)

2.9% 36

Expected/encouraged by my employer

(e.g., for promotion/tenure)

2.4% 30

Other 1.5% 18

aRespondents were able to choose more than one category and

percentages are based on the total number of responses to each question

rather than the number of total respondents.

TABLE 6 Benefits experienced from sharing own data (369
respondents)

Response Percenta #

My paper was cited specifically for the

shared data it included

20% 101

An independent researcher was able to

confirm and build upon results of my

study because I shared the data

18% 92

I was invited to collaborate on a paper

using data I shared

17% 84

I was able to provide evidence of my past

data sharing in a new grant proposal

14% 72

The data were used for outreach and

education and I was able to report that

as impact of my data

8.4% 42

Evidence of my data sharing was

remarked upon positively in my

performance reviews/promotion

assessments

5.4% 27

I was able to report more publications

using my data to the grant sponsor who

funded the data collection than if I

hadn't shared my data

4.0% 20

Other (write-in) 12% 62

aRespondents were able to choose more than one category and

percentages are based on the total number of responses to each question

rather than the number of total respondents.
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nearly the same with the exception of archaeology and bio-

archaeology. In general, phylogenetics, biogeography, and genetics/

genomics are the fields with the highest levels of data sharing while

Bioarchaeology, Archaeology, and Human biology are the fields with

the lowest levels of data sharing.

It is interesting to speculate why researchers from some fields are

more or less likely to share data. However, the sample sizes of reasons

for not sharing one's own data (Table 10) were too small for formal

analysis once responses were divided by field of expertise. While

these ideas could be more thoroughly ascertained with explicit models

reasoned with Directed Acyclic Graphs (DAGs), we did not have the

luxury of the time required to clean and organize the data for this kind

of analysis. We have made the raw data available in hopes that other

researchers will delve deeper into these data (Data Availability

Statement).

3.5 | Challenges to data sharing

Of the 369 respondents who had archived or shared their data, 14%

(47 respondents) reported they had experienced negative conse-

quences of data archiving or sharing. The top four responses indi-

cated that data were used without acknowledging the author, data

were misused, and research was scooped (total of 77%, Table 9).

These negative experiences should be further explored in order to

better understand how they occurred and how to avoid them in the

future. Fears about data being misused or scooped are often cited as

a reason for not sharing data, but anecdotal evidence suggests that

data misuse or scooping is often done by collaborators, which pre-

sumably would occur regardless of open data sharing. Fourteen

write-in responses reflected similar concerns as those in the multiple-

choice answers and included: anxiety about being scooped; data used

without permission or attribution; unpublished data were published

without consent; data sharing takes time and resources; paper was

rejected for already being “published”; collaboration or authorship

was not offered in return for data sharing; other researchers refused

to share data; data were stolen; pushback from other study mem-

bers; study population had misgivings; and undermining indigenous

sovereignty. Although only 14 write-in responses were given, these

negative consequences are varied and deserve additional study to

fully understand the underlying reasons so these consequences can

be minimized in the future.

In order to accomplish broader data sharing, it is critical to

understand why researchers may be reluctant to share their data

through public online repositories. Thus, we asked two questions

about why respondents had not archived or shared data using an

online repository. The first question, “Why have you never

archived/shared your data?” was asked of respondents who

reported they had never archived or shared data (277/729 respon-

dents) and the most common response was that they had not yet

completed a research project to the point of having data to archive

or share (19%, 92 responses) (Table 10). The lack of a completed

research project may reflect the high percentage of graduate stu-

dents who completed the survey (119/729 respondents). The other

most frequent responses included a lack of awareness of useful

repositories, a lack of a culture of data sharing, and other stake-

holders who did not allow data sharing. The second question que-

ried researchers who had shared data in the past, but had chosen

not to share a particular data set (150 respondents). Focusing on

the 10 responses that were common between the two questions,

four responses were more frequent for the second question: other

stakeholders prevented data sharing; fear of being scooped; giving

F IGURE 1 A word cloud displaying
multiple-choice and write-in answers to
describe the benefits of data sharing. Font
size represents the number of times a
word was mentioned. Non-descriptive
words, for example, “and” and “are,” and
verbs were filtered out and answers
indicating no benefit, for example, “none”
or “not sure,” were removed. WordItOut.

com was used to generate the word cloud
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first priority for the data to students; and too time-consuming.

Thus, the first question queries actual and theoretical reasons for

not sharing data while the second question queries actual reasons

for not sharing a particular data set. The reasons given for not

sharing data align well with previous studies (e.g., Devriendt

et al., 2021) and focus on the realities of working with multiple

stakeholders who have varying views on data sharing, fears of

being scooped and priorities given to students, lack of awareness

of appropriate repositories, and the time and expense of using

online repositories. It seems that researchers are not generally

spiteful and only a handful cited other researchers who had not

shared data in the past as their reason for not sharing data. There

were also more than 100 write-in responses to both questions that

often reinforce, or more fully explain, the reasons listed in

Table 10 and these responses can be seen in the full report avail-

able at https://ql.tc/4reI82.

Our survey also included an optional question with write-in

responses that asked respondents to list the challenges that have

limited their data sharing or archiving. A word cloud emphasizes

some key challenges (Figure 2). The challenge mentioned most often

focused on knowledge—the lack of knowledge, expertise, and

established best practices for repositories, guidance of the best reposi-

tories to use, how to prepare data for archiving, and how to discuss

data sharing with collaborators. The AABA ad hoc committee on

data access and sharing has published two articles on guiding prin-

ciples and best practices for data sharing in biological anthropology

that addresses some of these issues (Boyer, Jahnke, et al., 2020;

Turner & Mulligan, 2019). Other often-mentioned challenges

TABLE 7 Online repositories used by survey respondents to archive and share their data (369 respondents)

Repository

#

mentions

Dryad 82

NCBI repositories, such as Genbank/dbGAP/SRA/GEO/TOPMed 61

MorphoSource 41

Figshare 35

github 34

Zenodo 29

OSF (Open Science Framework) 20

University data repositories 16

iDigBio 12

MoveBank; NOW (New and Old Worlds paleontology database); PRIMO 11

ENA (European Nucleotide Archive); GBIF (Global Biodiversity Information Facility); Mendeley 9

University and museum online databases 9

Qiita; tDAR (the Digital Archaeological Record) 4

BOLD (Barcode of Life Data System); Dataverse Project; MorphoBank; NESPOS (Pleistocene People and Places, formerly Neanderthal

Studies Professional Online Service); Open Context

3

ADS (Astrophysics Data System); EGA (European Genome-Phenome Archive); EMBL (European Molecular Biology Laboratory)-EBI

(European Bioinformatics Institute)/Ensembl; government surveys, e.g. http://srtm.usgs.gov; ROAD Database

2

AHOB (Ancient Human Occupation of Britain) Database; Alexandria Archive; Arctos; Ariadne; Atlas of Living Australia; CRAN

(Comprehensive R Archive Network); DAHP (Digital Archives of Human Paleobiology); DigiMorph; digital.csic.es/; Edmond; eMammal;

FaceBase; FishesofTexas.org; human-fossil-record.org; ICPSR (Inter-university Consortium for Political and Social Research); IFWIS;

IsoBank; KNB Data Repository; KUPRI (Kyoto University's Primate Research Institute); MiDAS Global (Global database of microbes);

morphDBase; MorphoMuseuM; NEODAT; Neotoma Paleoecology Database; NHANES (from CDC); Paleobiology Database;

PaleoCore; Primate-radiograph.com; ProteomeXchange Consortium; Sistema de Biodiversidad Colombia (SiB-Colombia); SNIF

(Symphion Network Instrumentation Framework): TNT (The Neandertal Tools); TreeBASE; TreeShare; UK Data Archive; VertNet;

XMAPortal; 3Dtheque; https://www.kiglobalhealth.org; https://primatelocomotion.org/; http://anthropologicaldata.free.fr

1

Manuscript repositories

ResearchGate 5

Academia.edu 3

bioRxiv 2

Not FAIR online repositories, but mentioned in survey

Journal websites/supplementary information 29

Personal/laboratory research website 6

Google Drive, Squarespace, Microsoft OneDrive 4
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included: the cost and time needed to clean, prepare and upload

data to a repository; the need for guidelines to standardize data

formats for usable, high-quality data and the need for rules or

restrictions on data usage; restrictions enforced by museums. Many

responses described issues of confidentiality, privacy, trust, commercial

use, and past abuse of marginalized, indigenous, Aboriginal, and BIPOC

communities. There were calls to make data sharing mandatory as

well as calls to not strictly enforce data sharing. There were ques-

tions about how to share data that are part of a larger, ongoing

research project (in this case, openly sharing the data from a spe-

cific publication would be a possible compromise). Other challenges

included: conflict between collaborators or researchers and other stake-

holders; concerns about giving data away for free; privacy issues when

working with humans and vulnerable field sites; issues with availability

and standardization of, and ability to include, metadata; making sure

code data are clean enough to be used by other; predicting which data

might be useful in the future; behavioral and ethnographic data are

particularly complex data to standardize and share; data sets that

are too small to be worth sharing and data sets that are so large they

are difficult to share.

3.6 | Conclusions

We believe that expanded data sharing using online repositories will

benefit researchers and the field of biological anthropology as well as

TABLE 8 Breakdown of data sharing by field of expertise and professional society

Field of expertise

(>15 respondents/category) Sample (#)

Benefited from other

researchers sharing dataa Shared own dataa

Phylogenetics 63 62 (98%) 48 (76%)

Biogeography 43 40 (93%) 34 (79%)

Genetics/genomics 88 79 (90%) 65 (74%)

Paleontology 74 66 (89%) 50 (68%)

Evolutionary biology 185 160 (86%) 130 (70%)

Bioarchaeology 97 81 (84%) 35 (36%)

Physical (biological) anthropology 204 170 (83%) 106 (52%)

Functional anatomy/biomechanics 84 69 (82%) 51 (61%)

Paleoanthropology 155 123 (79%) 86 (55%)

Skeletal biology 94 74 (79%) 51 (54%)

Archaeology 120 90 (75%) 47 (39%)

Human biology 90 64 (71%) 45 (50%)

Primate behavior and ecology 88 58 (66%) 49 (56%)

Professional society (>30 respondents/category)

American association of anthropological genetics 31 30 (97%) 21 (68%)

Morphmet 34 31 (91%) 25 (74%)

American association of physical/biological

anthropologists

219 168 (77%) 107 (49%)

European society of the study of human evolution 157 117 (75%) 83 (53%)

American society of ichthyologists and

herpetologists

87 62 (71%) 55 (63%)

Human biology association 54 31 (57%) 23 (43%)

aRespondents were able to choose more than one category and percentages are based on the number of responses for each field or society. Data are

sorted by the third column.

TABLE 9 Negative consequences of data archiving/sharing (47
respondents)

Response Percenta #

People used the data without

acknowledging/citing me or other

sources

28% 23

People misused and/or misrepresented

my data

22% 18

My research was scooped 20% 17

My student's research was scooped 7.2% 6

People criticized me for perceived errors 4.8% 4

Another stakeholder became angry

with me

2.4% 2

Other (write-in) 16% 13

aRespondents were able to choose more than one category and

percentages are based on the total number of responses to each question

rather than the number of total respondents.
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TABLE 10 Reasons for not archiving or sharing data

Response

Why have you never archived/shared
your data? (277 respondents)

Reason for not sharing a particular data
set although researcher had shared data
in the past (150 respondents)

Percenta # Percenta #

I have not yet completed a research project or scientific

manuscript to the point of having to plan for data

archiving or sharing yet

19% 92 Not a possible response

There is not a culture of data archiving/sharing in my field

(it is not required or expected)

10% 50 Not a possible response

Other stakeholders did not allow me to archive/share data

(e.g., collaborator, advisor, museum administrator,

descendant population)

9.4% 46 24% 64

I could have been scooped on current or planned future

research if I did

7.2% 35 17% 30

I planned to give first priority of reuse to my students

(or future students)

4.5% 22 11% 30

Too time-consuming 5.7% 28 11% 29

I am not aware of any repositories capable of storing my

data in a useful way

13% 64 8.6% 23

I am not aware of any repositories that allow my data to be

archived with the appropriate restrictions/embargos on

access (write in the restrictions/embargos of known

repositories).

7.6% 37 5.6% 15

Too expensive to pay repository fees 5.1% 25 4.5% 12

Not relevant to verifying the study's conclusion 3.3% 16 3.0% 8

Other researchers denied my requests for data in the past

and it did not seem fair that they would get access to my

data if I shared it openly

0.82% 4 0.75% 2

Other (write-in) 14% 69 15% 39

aRespondents were able to choose more than one category and percentages are based on the total number of responses to each question rather than the

number of total respondents.

F IGURE 2 A word cloud displaying
write-in answers to describe the
challenges that limit data sharing. Font
size represents the number of times a
word was mentioned. Non-descriptive
words, for example, “and” and “are,” and
verbs were filtered out and only words
mentioned more than once were
displayed. WordItOut.com was used to
generate the word cloud
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TABLE 11 Recommended trusted, open-source, community-led data repositories

Repository Description Fees/costs Size limits

Information on

open data sharing
principles

Dryad digital repository Maintains data sets from

diverse fields and

accommodates multiple

data types with options

for restricted access

$120 for first 20 GB, $50 for

each additional 10 GB

None stated view FAIRsharing

entry

Figshare Maintains data sets from

diverse fields and

accommodates multiple

data types with options

for restricted access

100 GB free per Scientific

Data manuscript.

Additional fees apply for

larger data sets.

1 TB per data set view FAIRsharing

entry

Harvard Dataverse Maintains data sets from

diverse fields and

accommodates multiple

data types, innovating new

approaches to

confidentiality and privacy

concerns

Contact repository for data

sets over 1 TB

2.5 GB per file, 1 TB per data

set

view re3data entry

Inter-university

Consortium for Political

and Social Research -

ICPSR

Maintains >250,000 files of

research in the social and

behavioral sciences, hosts

21 specialized collections

of data on education,

aging, criminal justice,

substance abuse,

terrorism, and other fields

view re3data entry

MorphoSource 3D data

repository

Maintain image data

representing research

objects. Heavy

specialization for 3D

modalities and formats.

Free for small data deposits,

contributors must arrange

to pay deposit fee for

large scale use (>500Gb)

No strict limits. Different

upload methods for files

greater than �10Gb.

view re3data entry

Open science framework Maintains data sets from

diverse fields and

accommodates multiple

data types with options

for restricted access

Free 5 GB per file, multiple files

can be uploaded

view FAIRsharing

entry

Science Data Bank Maintains data sets from

diverse fields and

accommodates multiple

data types with options

for restricted access

Free 8 GB per file, no limit to data

set size

view FAIRsharing

entry

tDAR (Digital

Archaeological Record)

Maintains archaeological

data sets—digital

documents, data sets,

images—while maintaining

confidentiality of legally

protected information

$10 for 1 file/10 MB

$100 for 10 files/100 MB;

$500 for 100 files/1 GB

None stated view FAIRsharing

entry

Zenodo Maintains data sets from

diverse fields and

accommodates multiple

data types with options

for anonymized data or

restricted access

Donations towards

sustainability encouraged

50 GB per data set view re3data entry

Source: Adapted from https://www.nature.com/sdata/policies/repositories.
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the broader scientific community and general public. Our survey que-

ried over 200 biological anthropologists and 500 scientists in other bio-

logical and social sciences. The fact that almost 80% of respondents

reported they had benefited from other researchers sharing their data

(Table 2) indicates there are clear advantages to open data sharing.

However, the fact that fewer than 60% of respondents reported shar-

ing their own data using an online repository suggests there is room for

improvement. It is worth noting that the leading reasons for sharing

data noted by respondents who did share their own data were altruistic

reasons rather than the increased research impact that is also associ-

ated with sharing one's data (Table 5). Forty-seven respondents (14%

of those who had shared data) reported negative experiences (Table 9),

so it is important to find ways to ensure that everyone benefits from

data sharing. The challenges that limit data sharing are diverse, but

many focus on a lack of knowledge about which repository to use and

how to use repositories (Figure 2). In Section 5, we explain some of the

important issues surrounding repositories and we provide a list of

trusted data repositories. Finally, the personal stories presented in

Section 4 may be helpful as they detail how we have navigated the

ever-changing waters of data sharing throughout our careers.

4 | PERSONAL EXPERIENCES WITH DATA
SHARING

4.1 | Doug Boyer, Associate Professor,
Department of Evolutionary Anthropology, Duke
University

I obtained my PhD from Stony Brook University in 2009. During the

closed-door defense, my external committee member, Philip Gingerich

(a former director of the University of Michigan, Museum of Paleontol-

ogy) came to my rescue, defending a methodological approach I had

used by explaining to the rest of the committee that I had been academi-

cally “trained at Michigan.” Which is to say, I got my undergraduate

degree there. While I certainly hope that some of the lessons from my

6 years at Stony Brook stuck, I do tend to agree with Gingerich in certain

respects. As an undergraduate, I was mentored by Gingerich and other

scholars in the University of Michigan Museum of Paleontology (UMMP)

including Daniel Fisher, Gregg Gunnell, William Sanders, and Jonathan

Bloch. At UMMP (1997–2003), I was repeatedly reminded to “let the
data speak” and to avoid pushing narratives in place of objectively defen-

sible statements. What I saw at UMMP was a research culture commit-

ted to describing and documenting the physical evidence that illuminates

the biology of extinct and extant species. I believe that categorizing the

672 publications of Phil Gingerich as “descriptive” or “theoretical” would

reveal the vast majority of papers to be in the first category, even though

Gingerich's theoretical work has been monumentally impactful. In 2019,

Gingerich published a book unifying observations of evolutionary rate

across time scales Rates of Evolution: A Quantitative Synthesis and

deposited the data supporting it (compiled over decades) in Dryad.

In any case, from the time I started doing research, I have felt that

unless the data used to conduct analyses were available in association

with corresponding publications, there was little separating the con-

clusions of that research from subjective opinion. I have made consis-

tent efforts to always provide every number that I have analyzed or

drawn inferences from.

When my research data reflected measurements of physical spec-

imens, my urge was to publish every raw measurement. When my

data were qualitative scorings of character states for a species, my

urge was to provide a list of all specimens used to determine the

score, and possibly photographs. When my data reflected measure-

ments from 3D renderings of specimens, I felt compelled to share

both the 3D renderings and the measurements.

It was when I started relying on 3D models of specimens for my

research that I noticed a gap in sharing practices. In 2008, there were

already data-sharing resources and strong expectations for sharing

specialized genomic data, but nothing equivalent existed for 3D data

representing biological specimens. A few platforms had 3D data, but

they were not open for public deposits. There were not even many

generic data archiving platforms. Supplementary data sections for

journal articles were just emerging. Still, I had the feeling that the

meaningfulness of my published research would be greatly diminished

if the digital models supporting my research were not accessible.

To make a long story short, eventually (in 2013), I launched Mor-

phoSource.org (Boyer et al., 2014; Boyer et al., 2016; Boyer,

TABLE 12 Recommended NIH genetic repositories (see more NIH repositories at ncbi.nlm.nih.gov)

GenBank DNA sequences Free

None

stated

view FAIRsharing

entry

dbGaP The database of Genotypes and Phenotypes (dbGaP) for

research on interactions between genotypes and

phenotypes in humans

Free None stated view FAIRsharing entry

dbSNP Simple genetic polymorphisms, for example, single nucleotide

polymorphisms—cannot accept sensitive human subject

data

Free None stated view FAIRsharing entry

dbVar Structural variations, for example, insertion/deletions—cannot

accept sensitive human subject data

Free None stated view FAIRsharing entry

Gene Expression Omnibus

(GEO)

Gene expression array and sequence data Free None stated view FAIRsharing entry

Sequence Read Archive (SRA) High throughput sequencing data Free None stated view FAIRsharing entry
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Winchester, & Silverton, 2020) to help fill the infrastructural void I per-

ceived for 3D data archiving. As alluded to earlier in the paper, Mor-

phoSource is a digital repository specialized for 3D data representing

physical objects (primarily from museum collections) that is available as

a data archiving/sharing solution for researchers and other subject

experts. Anyone can search, visualize, and in many cases, download

data from the site. As discussed above, our survey shows Morpho-

Source to be making a notable impact on the field both in terms of data

access (Table 3) and data archiving (Table 7). There were a large number

of challenges that had to be solved in order for MorphoSource to

“work” politically and technically, and many of the “solutions” are still

in progress. The other important point to make about MorphoSource is

that it was not created in vacuum according to unilateral whims. The

plans for the platform were initiated in Jukka Jernvall's research group

in 2009–2010. We originally thought it would represent a massive

upgrade to a platform called MorphoBrowser hosted by the University

of Helsinki. This initial work was put on indefinite hold for a variety of

reasons. After joining NYCEP via Brooklyn College, City University of

New York (CUNY), I joined Eric Delson, Gregg Gunnell (then at Duke),

Meng Jin (American Museum of Natural History) and Jonathan Bloch

(University of Florida) to propose a NSF Thematic Collection Network

(TCN) focused on generating 3D scans of fossil primates (Delson also

mentions this effort below). NSF's TCN program required its applicants

to present their own data hosting solutions. Since no adequately spe-

cialized 3D repository existed at that time, we dug out the plans from

my work with Jernvall's group and submitted an internal CUNY pro-

posal for an independent platform based on that previous work. The

proposal to CUNY was awarded in 2012, but the NSF TCN primate

scanning proposal was declined. In the meantime, I moved to Duke Uni-

versity and was permitted to pursue the 3D platform using Duke

resources as part of my startup negotiations. Even with the platform in

progress, the NSF proposal was declined again and we decided not to

pursue it further. But the 3D data-sharing platform was initiated and it

has grown under Duke University's watch. Finally, in 2017, NSF made

an award to Duke to help improve the resource and expand its data

holdings. This award allowed me to bring Dr. Julie Winchester on as

product manager and lead developer. Julie had a strong vision for the

platform because she was involved in the original discussions about

MorphoSource in 2009–2010 as a member of the Jernvall lab and

because of her experience working with and building tools to analyze

3D data. She is now essentially the co-director of the platform. A key

mechanism of “improving” the MorphoSouce was to engage intensively

with diverse communities of 3D data producers and consumers, and to

better align the platform with established and emerging standards for

preservation of 3D data. This engagement included: regular meetings

and discussions with an advisory board, scores of users, and scanning

experts; formal participation in a variety of working groups (e.g., the

Community Standards for 3D Data Preservation group, IIIF 3D commu-

nity working group, TDWG task group for Enhancement of Audubon

Core Vocabulary for 3D data); and hosting/participating in workshops

to understand community needs. At the same time that we began the

project to update and improve the MorphoSource platform, NSF

funded a proposal for a completely different TCN led by David

Blackburn at the Florida Museum of Natural History called “oVert.”
The improved and updated version of MorphoSource launched in

February 2021 and “oVert” has contributed 15,000 scans of �10,000

specimens.

At the time of writing, MorphoSource has 14,800 users and 1600

data contributors. Its holdings include 152,000 data files representing

objects sourced from 620 museum collections and imaged at 250 facil-

ities. Dozens of museums use MorphoSource to actively manage data

representing their objects. Fileset DOIs are minted upon request for

publication purposes and MorphoSource has been cited in almost

1100 scholarly publications for data archiving or access.

Some reasons that MorphoSource has been successful are that it

supports access for outreach and education as well as research, and

caters aspects of its platform specifically to those use cases. Another

reason for MorphoSource's success is that (counter intuitively) it

allows data contributors and museum collection managers to put a

variety of access restrictions on shared data. This allows data to be

discoverable and accessible even when it cannot be shared with full

open access. Finally, MorphoSource tracks/records details on who

downloads data for what purpose by requiring a brief survey when

users download data. Usage statistics are then made available to

museums and data contributors. These usage reports incentivize data

sharing for all stakeholders by allowing them to demonstrate the

value/demand of their specimens and data.

My personal experience with data sharing of 3D scans has helped

me think about how sharing obligations and risks vary according to

certain qualities of the data. Though there are many kinds of risks

associated with sharing data, in this discussion I mean to refer to the

risk of being “scooped” or losing priority to publish a research idea

supported by one's data. However, hopefully, it goes without saying

by this point in the article, that consideration of other kinds of risks

may affect decisions about data shareability, as well (e.g., according to

the CARE principles referenced earlier). Characteristics of data sug-

gest different levels of obligation or risk for sharing. Data with lower

associated risk, also come with a greater obligation for more open

sharing. In my personal experience, the risk of being scooped from

early sharing of CT scans and other 3D models (even on a massive

scale) seems extremely small. The suggestion by Elton (2020) men-

tioned earlier seems borne out in my experiences. Furthermore, I

believe researchers have a strong obligation to share data derived

from public resources (a sentiment reflected in Delson's section below

as well). Thus, when CT scans and other 3D models represent speci-

mens from natural history collections, there is a strong obligation to

make those data accessible to other researchers (in ways that do not

violate museum specific restrictions, of course). Though researchers

experience an opportunity cost from the time and money it takes to

scan a specimen, they also impose a cost on other researchers by

preventing them from accessing the specimen. The handling of the

specimen during scanning also degrades that specimen for future

researchers. If researchers withhold data they have collected, degra-

dation of the specimen is compounded because other researchers

must access the physical specimen again and degrade it further

instead of measuring or studying a freely shared scan.
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Obligations aside, I have never had my in-progress or planned

research scooped due to upfront sharing of 3D data sets that were

collected by me or my collaborators. That said, the scan data sets I

tend to share up front tend to be comparative data sets as opposed to

those representing newly discovered or unique fossil specimens that

are under study. Samples that represent comparative data sets pre-

sent the least risk and strongest obligation. In these situations, I

believe in making data discoverable and potentially accessible while

the imaging work is in progress. I have taken this approach with data

collection for my NSF CAREER grant (8499 files representing

291 specimens from the Smithsonian; and 3609 files representing

129 specimens from AMNH Mammalogy).

When a sample is a unique specimen that is the focus of a

research project, there is more risk to making the image accessible

before the study is published, and I believe it is more acceptable to

hold back access longer even when the specimen represents a public

resource. This is more often a characteristic of fossil specimens. Even

so, plans for restricting data access in this way must be coordinated

with museums, which are increasingly developing their own policies

about allowable embargo periods on data that represent their

specimens.

Comparing the qualities of 3D scans to another data type such as

gene sequences strengthens the argument that there is a strong obli-

gation to share 3D data as soon as possible. 3D data more often rep-

resent public resources than genetic data and are even less

“derivative” than genomic data. Thus, more opportunity cost to the

field is imposed by withholding these data, and less intellectual invest-

ment is foregone by sharing them.

Ideals of data sharing aside, I believe (as the director of a data

repository) that long-term accessibility and interpretability

(i.e., maintaining FAIRness) of shared data is the biggest challenge. A

key strategy for any web service to increase its sustainability, is to

increase its user base. A seemingly obvious way for a data archiving

and sharing platform to increase its user base is to increase the variety

of data types it supports. This pulls archives towards becoming more

generic. While increasing the size and diversity of the user community

improves long-term potential of the data files themselves, it unfortu-

nately tends to work against strong adherence to FAIR principles in

many respects. FAIRness is especially difficult to maintain in a generic

repository for data that are highly specialized. 3D imagery represents

such a specialized data type for which there is typically extremely

nuanced information on provenance that needs to be maintained in a

standardized way and updated over time, and for which there are

complex networks of data stakeholders preventing full open access

sharing of the data. In contrast, platforms with deeper support for

specific data types (and thus better potential for effective discovery

and long-term reuse according to FAIR principles), necessarily have

smaller communities and more difficulty with sustainability. On top of

that, general concerns about availability of global (or at least Ameri-

can) infrastructure that can continue to be tapped to support such

efforts grow as economic functioning and supply chains are disrupted

by surging pandemics, climate change-accelerated natural disasters,

malicious technology, and political unrest. Nevertheless, I feel

confident the necessary solutions for robustly sustaining strong

access to a diversity of deeply specialized data types can emerge in

the coming decades as research communities and funding agencies

commit more fully to data archiving and sharing. One approach might

be for agencies to support collaborations between larger-scale generic

repositories (with demonstrated business models and sustainability)

and smaller specialized repositories, that is, design funding programs

to allow smaller specialized repositories to transfer their workflows,

governance, and holdings to larger ones.

4.2 | Eric Delson, Professor, Department of
Anthropology, Lehman College, City University of
New York

I have been involved with efforts in data sharing and access for over

20 years. I am most familiar with work in paleoanthropology (broadly

speaking), but as we all know, the geneticists got there first with

Genbank starting in 1982. In the early 2000s, a groundswell of action

began in paleoanthropology to make new fossils more widely available

to researchers not affiliated with the discovery team, especially if pub-

lic funds supported the field research. One of the first published

efforts was Gerhard Weber's, 2001 (Weber, 2001) call for Glasnost

involving open access archiving of 3D models of new fossils within a

fixed time after recovery or initial announcement. Additional calls and

comments appeared soon afterward (Dalton, 2004; Gibbons, 2002;

Tattersall & Schwartz, 2002) and the concept was taken up in compar-

ative biology more broadly (e.g., Parr & Cummings, 2005). Those who

found the fossils reasonably responded that they had put in huge

effort to obtain funding and search for new fossils, but others argued

that public funding led to a responsibility to ensure early access.

At the same time, several individual researchers began developing

“silo” archives to make their own data available to a wider audience.

Building on a computer-science grant from the NSF, the late Leslie Mar-

cus and I started work in 2000 on a planned online open-access data-

base to provide access to metrical and 3D data that I and my colleagues

had collected on living and fossil cercopithecids (and eventually other

primates). PRIMO (the NYCEP PRImate Morphometric Online database,

http://primo.nycep.org) eventually went live in 2007 at a meeting I

organized (see below), and by 2010 it was a solid framework with both

craniodental measurements and 3D coordinate (Microscribe) data, the

latter mainly from Steve Frost's work (Frost et al., 2003). Over 200 col-

leagues around the world have since requested a login, and at least

20 publications have used PRIMO data (e.g., Adams et al., 2010; Alba

et al., 2014; Alba et al., 2015; Alba et al., 2016; Alba et al., 2018; Alba

et al., 2019; Alba et al., 2021; Ferràndez-Cañadell et al., 2014;

Geraads & de Bonis, 2020; Gilbert et al., 2014; Gilbert et al., 2015;

Hlusko & Mahaney, 2009; Koufos, 2019; Koufos et al., 2016; Pugh &

Gilbert, 2018; Radovi�c et al., 2019; Rossie et al., 2013; Singleton

et al., 2016; Takai et al., 2015; Tran, 2014).

What makes PRIMO unique is that most of the data are

unpublished and raw, so that users can do what they wish without

limitation. There are excellent search options, both taxonomic and by
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element and variable, thanks to the work of several talented web pro-

grammers. I hope to release an expanded version and data set in

2022, and I will release the underlying code and organization once it

is stable, in case anyone wants to use it as a basis to build their own

database. My view has always been that I collected data in order to

work on research problems, and I have supervised a number of stu-

dent volunteers and postdocs who have contributed data while work-

ing with me and afterward. PRIMO is a way to make these data freely

available as part of my contribution to better science.

As a result of the growing interest in open data, I worked with

Will Harcourt-Smith, Steve Frost, and Chris Norris to obtain funding

from the NSF and Wenner-Gren to organize a workshop at the Ameri-

can Museum of Natural History (AMNH) in April 2007 to discuss data

access and data-sharing in the restricted area of paleoanthropology

(Delson et al., 2007). Few major conclusions were reached unani-

mously, but the idea of access to data was supported without any sig-

nificant pressure to provide it. We agreed to set up a web “portal”
through which a potential user could access several different online

databases from a single site, building on the success of The Paleontol-

ogy Portal (http://paleoportal.org/), which facilitates searches of the

paleontology collections of 12 US museums. The Paleoanthropology

Portal (http://paleoanthportal.org/; http://paleoanthportal.org/index_

fr.php in French and http://paleoanthportal.org/index_de.php in Ger-

man) provides links to a number of United States and international

web sites related to paleoanthropology. However, it has not been

updated in some time, and some of the links are no longer active.

After the 2007 meeting, I met with the organizers of the first two

sites below to see if it would be possible to make our databases inter-

operable; however, the fields we were using were so different that no

connection was thought possible. In May 2009, at the initiative of

Carol Ember of HRAF (Human Relations Area Files, cultural informa-

tion for education and research), a workshop was held at the NSF

(with NSF and Wenner-Gren support) to spread the concepts of data

sharing, and especially data preservation (or archiving) across anthro-

pology. The AnthroDataDPA (Anthropology Data Preservation and

Access) workshop spanned all four fields of anthropology; a full report

is posted at http://anthrodatadpa.org/addpa/. I represented biological

anthropology at the workshop and learned more about database

methods. This initiative did not proceed further despite requests for

additional funding.

Numerous colleagues have produced working databases which

provide data of various types, in paleoanthropology or related fields.

These include:

1. Human Origins Database (organized by Bernard Wood and Adam

Gordon, https://www.humanoriginsdatabase.org/) includes original

data on skeletal elements present for the chimpanzee and gorilla

collections at the Powell-Cotton Museum and also published mea-

surements and skeletal element information from (Wood, 1991).

2. Smithsonian Institution National Museum of Natural History

“What does it mean to be human” website and database (https://

humanorigins.si.edu/evidence/3d-collection) is mostly a public

education site but includes access to 3D models of extant primates

and (sometimes) to scans of casts of fossil human specimens and

archaeological artifacts.

3. Human Fossil Teeth (http://anthropologicaldata.free.fr/) includes

published (and some unpublished) data on dental remains of Homo

species, a few australopiths, and great apes from a variety of

sources, downloadable in Excel files.

4. NESPOS (Pleistocene People and Places, formerly Neanderthal Stud-

ies Professional Online System, https://www.nespos.org/display/

openspace/Home) includes information on Pleistocene sites, cave

paintings, and downloadable 3D scans (mainly CT) of fossil and

extant hominins, as well as links to scans of extant primates from var-

ious collections, especially the Digital Morphology Museum of Kyoto

University Primate Research Institute (separately accessible at

http://dmm.pri.kyoto-u.ac.jp/dmm/WebGallery/index.html).

5. AHOB (the Ancient Human Occupation of Britain) (https://www.

ahobproject.org/) is a series of related projects analyzing the earliest

human presence on the island, and the website provides a variety of

data resulting from this work, as well as links to many publications.

6. Outside paleoanthropology, one of the most successful related

web data sources is NOW (New and Old Worlds, originally Neo-

gene of the Old World) where https://nowdatabase.org/ describes

the project, while the database itself is located at https://

nowdatabase.luomus.fi/). NOW offers extensive information about

the mammalian fauna of the Cenozoic and the sites from which

fossils are recovered.

I can mention one last initiative that initially failed, but ultimately led

to great success. In 2010, NSF announced the Advancing Digitization

of Biological Collections program. A group of us at the City University

of New York (CUNY), University of Florida, and the AMNH proposed

to borrow and CT scan tens of thousands of original specimens of fos-

sil primates from numerous United States museums and make the

data available as an online resource. We tried three times, but the

reviewers said that we were providing data on too few specimens.

They wanted millions of specimens, but the approved projects mainly

scanned catalogue cards and made the temporal and geographical

data available, while we wanted to provide access to actual speci-

mens. We gave up, but one member of our CUNY group moved to

Duke, and there Doug Boyer made it happen when he built Morpho-

Source (see his story above). Dreams do come true on occasion.

4.3 | William Leonard, Professor, Department of
Anthropology, Northwestern University

My experiences with data sharing have been largely through our lon-

gitudinal research in lowland Bolivia, The Tsimane' Amazonian Panel

Study (TAPS; Tsimane’ Amazonian Panel Studyj The Heller School at

Brandeis University). The TAPS project was initiated in 2002 with the

objectives of this research being to better understand the influences

of both ecological factors and lifestyle change (e.g., market integra-

tion) on the biology and health of an indigenous tropical rainforest

population. This project has collected longitudinal waves of survey
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and biometric/health data in 13 Tsimane’ communities (n = 633

adults; 820 children) along the Maniqui River in the Beni Department

of Bolivia.

The project has been a collaboration of researchers in biological

and cultural anthropology, economics, and ecology and agricultural

science. Each of the collaborators has brought a distinct yet comple-

mentary set of skills to the project. In terms of human biology and

health, TAPS researchers have looked at a range of issues, including

the assessment of (a) physical growth and nutritional status using

anthropometric methods, (b) household food consumption and energy

availability, (c) biomarkers of health (e.g., hemoglobin, lipids, CRP), and

(d) parasite loads.

In 2008, we began making the TAPS data publicly available. We

announced the availability of the first 5 years of TAPS data in a short

communication in the journal Economic & Human Biology, which out-

lined the broad objectives of the research and how to request access

to the data (Leonard & Godoy, 2008). In 2015, we released the second

batch of data (through 2010), again with a paper in Economics &

Human Biology (Leonard et al., 2015). This second paper discussed

some of major findings of the TAPS research and the challenges with

conducting a long-term, longitudinal study in a remote field setting.

The paper also provided a complete list of the TAPS publications to

that point, and the sources of funding.

Through 2019, all requests for the TAPS data were submitted

directly to my colleague Ricardo Godoy. Each researcher com-

pleted a short form, providing some background information and

agreeing to the terms of use. Between 2008 and 2019, the data

were sent to 116 different researchers from around the world. In

addition to the data set itself, the researchers were provided with

a full data dictionary and paper providing a historical overview of

the study.

The majority of the data requests came from students – 50%

from graduate students (either Master's or PhD), 8% from undergrad-

uates (often working on theses), and another 8% from postdoctoral

fellows. Faculty at academic institutions made up 28% of the requests,

and the remaining 6% were from other professionals – independent

researchers, those working in industry. Geographically, the majority of

the requests came from North America (71%), with 23% coming from

Europe and 3% each from South America and Asia.

Reflective of the nature of the TAPS research program, these data

have attracted a broad, interdisciplinary audience spanning the biolog-

ical and social sciences. Economists (41%) and Anthropologists (21%)

comprise majority of the total requests. Other fields represented

included: international development, ecology, public health/medicine,

sociology, psychology, computer science, and public policy.

In 2020, we made the full set of TAPS data available through the

Inter-university Consortium for Political and Social Research (ICPSR)

sponsored by the Institute of Social Research at the University of

Michigan. The site provides a full codebook with detailed definitions

of all the variables along with background material on the study itself

(Godoy & Leonard, 2020; Tsimane’ Amazonian Panel Study, El Beni,

Bolivia, 2002–2010 [umich.edu]). Since August of 2020, six

researchers have accessed the TAPS data.

While all the senior members of the TAPS research team contrib-

uted to making the data accessible, the project was directed and over-

seen by Ricardo Godoy of the Heller School of Social Policy and

Management at Brandeis University. A challenge with the project was

cleaning and effectively documenting a complex data set containing

information from different hierarchical levels (i.e., community, family,

individual). Over the span of the research, there has been considerable

movement of families across the villages in sample, making the linking

of individuals to communities an important consideration. Addition-

ally, in standardizing various biological and health measures

(e.g., anthropometric measures of nutritional status), care was taken

to ensure that the most recently and widely recognized references

were being used.

In 2014, the TAPS team submitted a proposal to the Cultural

Anthropology Program of NSF to fully curate TAPS data. The proposal

was rejected, with one critique being that curation should have been

part of the regular field research project. This underscores one of the

ongoing challenges with making high quality data from field-based

studies more broadly accessible. Our experience has shown the

importance of spending the extra time needed to make these data

useful to third parties unfamiliar with the research. Consequently, key

issues for promoting greater data accessibility have to do with chang-

ing the incentives, and perhaps realizing that extra funds should be

allocated to curating data.

4.4 | Ben Marwick, Associate Professor,
Department of Anthropology, University of
Washington

The types of data my research uses fall into three rough categories

that might be labeled “found,” “borrowed,” and “collected.” Each of

these data types have different contexts and considerations for mak-

ing data openly available. “Found” data are like found objects, or

objects that are considered art although they are not normally consid-

ered as such. Found data are not normally considered research data,

at least by most archaeologists. These data include word counts of

journal articles for text analysis and the number of edits made to

Wikipedia pages about archaeological sites. I have used these data in

my published research to explore questions about digital cultural heri-

tage and the history of archaeology. Access to these data is relatively

straightforward, thanks to researcher-friendly policies from non-profit

organizations like JSTOR and Wikipedia, and acquiring and using the

data has few restrictions. Sharing the data derived from these sources

is also uncomplicated, thanks in part to a distinctive and radical culture

of openness and accessibility that is fundamental to these organiza-

tions. This is very satisfying as it simplifies the process of making the

quantitative aspects of these research projects reproducible, which is

important to me. Social media data, such as Twitter and Facebook

posts, may also be considered as found data, but these are more com-

plex to collect and share because social media services are private

companies that protect their data with elaborate terms of service that

researchers need to agree to in order to access the data. Publishing
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and sharing the data derived from social media services requires

thoughtful efforts to de-identify the text to protect the identities of

the authors since it is typically not practical to seek permission to use

text from thousands or tens of thousands of people. Furthermore, a

user can switch their account from public to private at any time so we

cannot assume that a public tweet will always be so.

My work with “borrowed” data refers to collaborating on more

traditional archaeological science projects that combine archaeological

data from multiple researchers into a final publication. Although I will

directly “collect” data to contribute to the project myself, I also often

work with data contributed by peer collaborators as we bring the final

report to completion. Often my collaborators are comfortable with

freely sharing their data, both with me and with the wider research

community, and are willing for their data to be openly shared on a

repository at the time of publication. Sometimes, however, for a vari-

ety of reasons, collaborators prefer not to make their data available at

the time of publication. In these cases when the data do not end up

being shared beyond the group of collaborators, I refer to the data as

borrowed. The use of the term “borrowed” conveys the sense of a

temporary use for a discrete purpose, and then when that purpose is

fulfilled (e.g., the paper is published), the data are returned to the con-

trol of the researcher who collected them. Some of the reasons that

my collaborators have for not sharing the data publicly are reasonable

and compelling, such as the high cost of long-term storage of unusu-

ally large volumes of data, or spatial data that will reveal the location

of sensitive archaeological sites. Sometimes community members and

Indigenous collaborators indicate that some parts of our research data

cannot be made publicly available. I have had this experience with

data from human remains and rock art, and it is usually an easy

request to satisfy, in part because those data do not relate to the pri-

mary objectives of my research. I also believe it is important to priori-

tize the relationship that makes the research possible in the first place,

even if some compromises around data openness need to be made.

Although there are many good reasons for not sharing data, there

are some reasons that I find not at all compelling, such as concern that

another researcher will find errors in the analysis or that it is too com-

plicated to prepare the files for others to understand. When I hear

these from collaborators I will try to have a conversation to ensure I

correctly understand my colleagues' concerns. I also want to share my

perspective that research data are a common good rather than private

property, and that part of our duty is to make it easily available to

other researchers. I know the unpleasant sensation of having others

find mistakes in my work, both during peer review or post-publication,

and can understand the desire to avoid it. Most modern data reposito-

ries, such as Figshare, Zenodo, and OSF, provide versioning so that

anyone can see earlier versions of the data and identify if changes

have been made. This means corrections can be done very easily and

transparently. This is important because if we do not enable the possi-

bility for finding errors by sharing our data, then we cannot call

archaeology a science because there is no opportunity for self-cor-

recting. I think it's important that we do the best we can in our

research, and accept the possibility that someone might find an

unintended error in our work, and relish the opportunity to promptly

correct the record. Nevertheless, I do not force my colleagues to do

something with their data that they are not comfortable with because

I value relationships more than getting my way on sharing data.

I have mixed feelings about a few reasons for not sharing that I

sometimes hear from collaborators. For example, I do feel sympathetic

when a junior colleague, such as a PhD student or recent graduate, is

concerned about gatekeeping senior researchers who might take a

data set that is publicly shared by the student with the intention of

finding a flaw, critiquing their work, or quickly publishing analyses that

the student was planning to publish. I have experienced this with one

paper that was published in a high-profile journal where the first

author was a PhD student who was anxious that people might scour

the stone artifact data for errors. On one hand, flaw-finding and publi-

cation of valid critique play an important role for advancing our disci-

pline and deterring sloppy research, especially when it is done

tactfully and mindful of reputational impacts. On the other hand, I

wonder whether the precarity of the early career stages that students

and junior colleagues are navigating requires special consideration, to

insulate them from ancient scholarly vendettas and rivalries that mean

that not every critique is primarily motivated by a wholesome desire

to benefit the research community. Furthermore, when many well-

known and senior scholars in archaeology are not in the habit of

openly depositing their research data on repositories to accompany

their publications, junior scholars may struggle to see value in sharing

data themselves. I have found that good compromise here is an

embargo arrangement, where the data are released a year after the

paper has been published, and hopefully by then the predators' thirst

for young blood has diminished.

As data sharing becomes more normal and widespread, I expect

we'll encounter increasingly challenging questions about what and

when to share and not share. I'm confident that the technical solu-

tions to most of these challenges are already freely available to

us. The hard work we must be ready to tackle to make our research

data openly available is in negotiating expectations and risk, communi-

cating effectively, maintaining collegial relationships, and finding

shared priorities that are supported by open data practices.

4.5 | Connie J. Mulligan, Professor, Department of
Anthropology, University of Florida

For my research, I use molecular genetic data to investigate human

evolution and health. At the beginning of my career, I used genetic

data to reconstruct the evolutionary histories related to peopling of

the Americas and migration out of Africa. Over the past decade, my

research has evolved to combine genetic and psychosocial data in

order to better understand complex phenotypes like response to

stress and hypertension, as well as related racial disparities. These

projects all require me to explain complicated genetic research to

populations around the world and ask potential participants to con-

tribute biological samples for DNA as well as report details about their

lives. My goal has always been to find common ground between my

desire to pursue research and the wide range of requests and
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requirements by the participant communities. Initially, my focus was

on customizing compensation to study participants by asking commu-

nity leaders and key participants how to best compensate study par-

ticipants. These conversations occurred before the research began

and almost always led to solutions I would never have developed on

my own, such as visits by dentists and outdoor feasts of rice, beans,

and ham for all members of specific indigenous communities in Pan-

amá; English dictionaries for college students in Eritrea; genetic ances-

try reports upon request for African American participants in

Tallahassee; and health care for infants and small business loans to

mothers in the Democratic Republic of Congo (DRC).

The key part of these collaborations was the involvement of com-

munities and participants in conversations about the project both

before and during the research. These days, I focus discussions on the

samples and data that will be collected during the project and how

these data can be shared with researchers who are not involved in the

project. In the past, I have asked members of our advisory board (for

our project in Tallahassee) or the local directors of the project (for our

project in the DRC), based on their knowledge of and connections to

our study participants, to approve the data I would like to share in a

planned publication. My requests to share data have typically been

agreed to and have often led to new discussions about future publica-

tions or initiatives. For future projects, I will also include an explicit

option in the informed consent form for participants to allow their

data to be shared. To share data, I used supplementary information in

the early years but have generally used public repositories since the

1990s. In terms of repositories, my research group typically uses

GenBank and other NCBI databases (www.ncbi.nlm.nih.gov) as the

standard site for genetic data and Dataverse (dataverse.org) as a site

that allows us to submit both genetic and psychosocial data. In this

way, the genetic data are submitted to two different repositories in

order to make the data maximally available to both geneticists and

non-geneticists. When my lab shares data through these repositories,

we do so in the hope that our data will be used in future publications,

most likely without our knowledge prior to publication, but with no

expectation that we will be included as authors on any of the publica-

tions. I believe this philosophy is justified in that the majority of my

group's most highly cited papers include publicly available data.

Although many people worry about being scooped by making their

data publicly available, I have never had that experience. Furthermore,

the people I have spoken to who were scooped had their data mis-

used by their own collaborators who had access to the data through

the collaboration and did not need to access the data through a public

repository – to me, this is a not a cautionary tale on data sharing, but

on how to pick your collaborators.

As a geneticist, my data originally consisted only of DNA

sequence data and individual genetic variants. These data are sensi-

tive since genetic data potentially can identify a specific individual if

the data are sufficiently unique and comprehensive. As my research

has moved into biocultural investigations, we have incorporated psy-

chosocial measures such as self-reports of traumatic exposures, unfair

treatment, and depressive symptoms. These data are sensitive since

study participants share painful and personal experiences directly with

the interviewer and, by extension, with the entire research team.

When sharing these data, my philosophy is to share as much data as is

necessary to replicate the study while also protecting the identity and

privacy of our study participants. The primary goal is to ensure that

no single individual can be identified and connected to specific

responses in the data. Typically, my research group generates data on

several genes or a subset of genetic variants that are insufficient to

identify specific individuals (generally genome sequences from the

study participant and at least one relative are necessary to specifically

identify an individual).

I had one experience in which data generated and shared by my

lab was used by another lab in a new method that ended up showing

we had made a mistake. The other research group used our DNA

methylation (DNAm) data set from Congolese mothers, placentas, and

umbilical cord blood (www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=

GSE54399) to verify a method they had developed to identify mater-

nal contamination of umbilical cord blood samples (Morin et al., 2017).

In the course of testing their method, they determined that two of

our umbilical cord blood samples were either contaminated with

maternal venous blood or were actually maternal venous blood sam-

ples. The principal investigator contacted me prior to publication of

their paper to inform me of the two contaminated or misidentified

samples. My lab had already determined that one sample was mis-

labeled but the other sample was a surprise to us. We immediately

deleted the sample from the NCBI GEO database. Even though no

one enjoys being wrong, we survived and suffered no further negative

repercussions. Furthermore, even though our study is clearly identi-

fied in Morin et al. (2017) as having two contaminated samples, I

doubt readers paid much attention to that part of the paper because

detection and correction of errors is a normal part of science.

My research group has also reused, or ‘mined’, molecular genetic

data from public repositories, like NCBI. In 2008, we published a

three-stage colonization model for peopling of the Americas based on

our analysis of 77 previously published Native American DNA

sequences (Kitchen et al., 2008). We proposed that a recent, rapid

expansion into the Americas was preceded by a long period of popula-

tion stability in greater Beringia by the proto-Amerind population

after divergence from their ancestral Asian population. Soon after,

Fagundes et al. (2008) published a reanalysis of those 77 DNA

sequences and reported that we had incorrectly included nine non-

Native American DNA sequences. When these DNA sequences were

removed from the analysis, the evidence for an early (�40,000 years

ago) population expansion of the proto-Amerind population dis-

appeared. We published a correction in which we stated that

“Fagundes et al. are correct in this assessment, i.e. five sequences

were reclassified as Asian after their publication as Native American

sequences [5] and four sequences were mistakenly included in our

original study.” (Mulligan et al., 2008). In our second paper, in addition

to removing the nine misidentified DNA sequences, we also added

more Native American sequences and reported that the long period

of population stability during which New World-specific genetic vari-

ants evolved occurred after divergence from the ancestral population

and before entry to the New World, thus supporting our proposal of a
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three-stage colonization model. Both papers are well-cited—currently

119 citations for the first publication and 89 citations for the second

publication. Even though having a publication called out for an incor-

rect analysis is one of a researcher's worst nightmares, I feel that we

made the best of a bad situation since we were able to publish an

improved and expanded analysis. Most importantly, the experience

did not derail my career or that of my then-graduate student, who

was first author on the publication. Open sharing of data allows the

self-correction that is integral to good science.

I have also shared DNA samples that I collected with

researchers outside of our research team as well as received DNA

samples collected by other researchers. Sharing of samples

(as opposed to data) almost always creates a collaboration in which

co-authorship is promised for resulting publications. The difference

between sharing samples versus data are that shared samples result

in new data that are customized to your research project whereas

shared data must be used as they are and may not be exactly the

data you would generate if you had the ability to do so. Samples

that other researchers have shared with me have resulted in

completely new collaborations that now comprise my three main

research projects, namely those in Tallahassee FL, the Democratic

Republic of Congo, and Syria/Jordan. It is no exaggeration to say

that those projects, and my current research program, would not

exist without the culture of collaboration that led researchers to

share their biological samples and include me in their projects. I feel

that I personally have benefited, and the fields of genetics and

anthropology will benefit by broad, open, and collegial sharing of

data and samples.

4.6 | Trudy Turner, Professor, Department of
Anthropology, University of Wisconsin-Milwaukee

My interest in data sharing derives from multiple sources—writing on

ethics in biological anthropology, collecting both genetic and morpho-

logical data on wild primate populations, and serving as a Program

Officer at the National Science Foundation. In the late 1990s and

early 2000s, I organized a NSF-sponsored workshop on Anthropologi-

cal Genetics and Ethics which led to a symposium at the AABA meet-

ings on ethics in the field in general. The workshop and symposium

led to the volume Biological Anthropology and Ethics: From Repatriation

to Genetic Identity (Turner, 2005a), which had a commentary on data

sharing (Turner, 2005b). I became much more aware of the disparities

in the way subfields shared data during my tenure as a Program Offi-

cer at NSF in 2005–2006. Three years later I was approached by

Dr. Nelson Freimer and Dr. Anna Jasinska at the University of Califor-

nia Los Angeles to participate in a project that would allow me to

actualize my interest in data and resource sharing.

Nelson and Jasinska were initially interested in genetic variation

in savanna monkeys (genus Chlorocebus) and the relationship to SIV

infection. The International Vervet Research Consortium, which they

led, was launching a project designed to sample broadly across the

genus range as well as intensively in select populations. The project

was initially funded by NIH to be a resource for future research. All

materials collected would become part of the resource and would be

made available to future researchers. What this meant practically was

that if an animal was trapped and released to acquire a sample, that

sample would be available for future research without needing to

return to the wild to re-trap and re-sample vulnerable animal

populations. It took nearly 2 years to ensure this project could be

accomplished. Ethics clearance had to obtain from the United States

and foreign universities and multiple wildlife organizations in several

countries. In some countries, this involved specific permits and, in

some cases, these were bioprospecting permits since cell lines were

to be established to ensure a continued source of genetic materials.

Community consultation was required if there were local populations

who had beliefs about the animals. In all, the work was reviewed and

permits were granted from IACUCs in the US, local universities or

wildlife organizations, ethics committees in Africa, the Caribbean, as

well as the United States Fish and Wildlife Service and CITES

(Convention on International Trade in Endangered Species of Wild

Fauna and Flora). Memoranda of Understanding were signed that

required a return to the country of origin for discussion if the mate-

rials were to be used by anyone outside academia.

Work on the relationship among various species of Chlorocebus

and variation in SIV infection (Coetzer et al., 2018; Svardal et al., 2017)

provided the initial set of research output—the samples have also been

used to examine gene sequence variation, gene expression, and func-

tionality, and epigenetic modification. The samples have provided anno-

tated genomic databases for comparison with other organisms (for a

detailed discussion see Jasinska et al., 2013; Jasinska, 2020). In addition

to work on genetics and genomics, research has focused on taxonomy,

morphological, color, hormonal, and microbiome variation as well as dif-

ferences in parasitic infection rates (Amato et al., 2015; Cramer

et al., 2013; Fourie et al., 2015; Gaetano et al., 2014; Svardal

et al., 2017; Turner et al., 2018; Turner et al., 2019).

Funding for the resource was provided through a NIH division on

repositories that no longer exists. While continued funding was not

available, the samples remain with UCLA.

I have learned an enormous amount from this collaboration and

experience. This project was designed to provide a shared resource. It

required enormous planning – both in terms of logistics and

permissions—to actualize. At the end, samples were put into a

resource repository and measurement data were made available

through a web-based repository. Even though there are differences

between resource sharing and data sharing, there are also

similarities—there needs to be a place or facility to store the informa-

tion. Resources require an actual physical place and data require a

web-based location, yet they both require resources and maintenance.

Both require permissions for collection and a way to ensure that shar-

ing can take place without difficulty. There needs to be a responsible

party to ensure ongoing ethical considerations. But most importantly,

if the project is planned with the idea of sharing in mind, it will be eas-

ier to share when resources or data are available. I do not know what

questions may arise about this widely distributed animal population in

the future, but resources are available to address that question.
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5 | WHICH DATA REPOSITORY SHOULD
I USE?

5.1 | Data repositories and important distinctions
with respect to FAIR principles for data sharing

Our survey showed that lack of knowledge about which data reposi-

tory to use is a major challenge that limits data sharing (Figure 2).

Below we provide a list of recommended data repositories (Tables 11

and 12). Hesitancy about which repository to use, and more generally

how to use data repositories, may be driven by uncertainty about how

to share data according to FAIR principles and how openly to share

data. One thing that researchers should know about “FAIRness” of

data sharing is that FAIRness is mostly not about how researchers

personally manage the accessibility of their data. Instead, FAIRness is

primarily a quality of data repositories and one that researchers

should evaluate in the data archiving and sharing platforms available

to them. Furthermore, it is important to realize that no data-sharing

platform can claim to maximize FAIRness for every scientific field or

every kind of data. In particular, researchers with highly specialized

data formats should recognize that even if a platform claims to pre-

serve their file formats, this does not always mean the human-

readability of their data will be maintained. Researchers in fields with

complex data are well aware of this issue and, as a result, may be less

enthusiastic about investing a lot of effort in data sharing. In other

words, why share data if you know that the person who downloads it

will not be able to interpret it without consulting you or your col-

leagues? It may be better to make the data available upon request in

order to facilitate discussion and “on-boarding” with the would-be

“re-user.” In this way, problems of “data complexity” can be inter-

dependent with lack of a “sharing culture.” Of course, in the long-

term, private sharing is a recipe for data loss. Instead, what is needed

for many researchers is more specialized repositories or better-

articulated standards that allow them to archive their complex data or

describe them in a way that ensures their interpretability into the

future. The challenge of data complexity may explain why the prolifer-

ation of options for data sharing has so far failed to catalyze a data-

sharing revolution in certain scientific fields. In other words, we

should not necessarily assume that lack of a data-sharing culture

reflects cultural intransigence. It could instead reflect remaining gaps

in infrastructure and standards.

Data complexity is a real concern: researchers should not be lulled

into thinking that zipping up all the documents and data of their study

and depositing them in a project-based data repository will necessarily

ensure the reproducibility of their study or the re-usability of their

data in the long-run. In this sense, generalist data repositories like

Zenodo, Figshare, Dryad, or OSF usually cannot meet FAIR standards

for a particular type of specialized data for a particular field of

research as well as a repository that is specialized for that data type

or designed for a particular field of research. The need for more spe-

cialized repositories is reflected in the plethora of genetic databases

that have been created at NCBI since Genbank was created in 1982—

go to ncbi.nlm.nih.gov to see the 39 databases currently available.

The notion that specialized repositories can store data more

“FAIR-ly” than generalist archives is supported by our survey results.

We asked respondents to list repositories in which they deposited

data (Table 7) and from which they had accessed data (Table 3). In

Table 7 we see that the most-used repository for depositing data is

the generalist Dryad. Dryad was mentioned 82 times while second

place NCBI repositories were mentioned 61 times and third place

MorphoSource was mentioned 41 times. In contrast, for accessing

data, NCBI and MorphoSource were essentially tied for first place

with 51 and 50 mentions, respectively, and Dryad was close behind

with 47 mentions. Going back to data “deposits” in Table 7, if we

look at the fourth resource on the list, Figshare, it was listed 35 times,

which is not too far behind MorphoSource at 41. However, when we

compare MorphoSource and Figshare for access rates (Table 3),

users listed MorphoSource more than three times as frequently as

Figshare. These results show that researchers are more likely to

deposit data in generalist repositories (probably for several reasons),

but are more likely to access data from specialized repositories.

Researchers are likely choosing generalist repositories because they

are faster and/or easier to use than specialized repositories or

because there is no specialized repository for their particular data. If

researchers were rewarded professionally for data sharing via their

data's impact (e.g., reuse rates), then the results of this study would

be a clear incentive to seek out more specialized repositories when

archiving and sharing data.

An ideal model for FAIR data sharing is one in which the

researcher begins by schematically outlining the categories of data

included in their study, and then seeks appropriately specialized

repositories for each category. As an example, a researcher who pub-

lishes a study evaluating the phylogenetic significance of new fossil

material and ancient DNA for an extinct subfossil lemur or Pleistocene

hominid would likely have at least three important kinds of data, a

phylogenetic character matrix used to explicitly re-assess relationships

of the fossil, 3D scans of the new fossil showing the newly available

morphology (perhaps structured light and/or CT scans), and ancient

DNA sequences extracted from the fossil. A best practice data sharing

approach might be to deposit the character matrix in MorphoBank, a

repository designed to preserve phylogenetic taxon-character matri-

ces, deposit the 3D scan data in MorphoSource, a previously men-

tioned repository for 3D data representing museum objects, and

deposit the ancient DNA sequence in Genbank, a NCBI repository for

DNA sequences from all organisms. The researcher would then cite

DOIs from all three repositories in the data availability statement of

their publication.

A logistical drawback of this model is the implied need for

many differently specialized repositories. Funding and sustainability

are difficult and it is hard to imagine dozens of organizationally

independent, narrowly specialized repositories being able to last

very long with small user bases reflecting the small size of the sci-

entific subfields they support. Yet researchers are not the only

ones needing deeper support for documenting data. Natural history

and biodiversity collections (e.g., museums) are increasingly pushing

for a model of data organization referred to as the “extended
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specimen network.” The core of the network is the physical speci-

men (or observation) itself. Data related to that specimen are made

accessible through differently specialized, informatic resources

assigned to either primary, secondary, or tertiary extension layers

(Thiers et al., 2019), where each extension layer adds a level of

abstraction. The network is formed by the linkages between these

differently specialized resources, all of which contain information

that can be related back to the physical specimen or observation.

Assigning an informatic resource to an extension layer helps clarify

its role in the network and exposes potential mechanisms of

interoperation with other resources. If multiple groups of stake-

holders recognize the need for improving FAIRness for a diversity

of scientific fields and data types, that may improve the potential

for finding solutions. Instead of envisioning many organizationally

independent repositories, a conglomerate platform that has sepa-

rate solutions for a variety of subfields could perhaps exist more

sustainably. Such a mega-repository would need a mechanism for

prioritizing, researching, building, supporting, and regularly

updating the different specialties that are hosted. This would

require engaging with sufficiently inclusive communities of practice

and getting broad buy-in for the decisions for each field and data

type. In other words, a mega-repository that was sufficiently effec-

tive in supporting a critical breadth of fields and data types with a

critical depth of specialized support would be difficult to realize.

However, a large generalist repository like Figshare could go

beyond linking to specialized repositories and begin acquiring

specialized and their data. Such an approach might be more sus-

tainable. Phoenix Bioinformatics is a non-profit corporation that

was originally started to support TAIR (The Arabidopsis Information

Resource), a curated database for plant genome information (Pho-

enixBioinformatics, 2021). Phoenix Bioinformatics has actually

begun to acquire repositories, helping them continue to support

their user communities while also taking advantage of economies

of scale and a common, tested business model for joint

sustainability.

The other challenge to enhanced data sharing is that researchers

are often uncertain about whether or how they can ethically and

legally share their data because of other stakeholders. They may per-

ceive that they are unable to share their data while respecting the eth-

ical and legal restrictions imposed by other stakeholders.

Alternatively, they may feel unqualified to judge whether they have

ethical and legal obligations to other stakeholders to keep data pri-

vate. This issue is another place where specialized repositories are

important. Stakeholder communities are different for different data

types and fields and the dimensions of sharing restrictions are accord-

ingly different in specialized ways. This is one area where Morpho-

Source provides critical support. Since museums rarely allow fully

open sharing of 3D data sets collected by researchers, a platform for

sharing 3D data has to allow for certain kinds of restrictions on data

openness if those data sets are to be made publicly accessible. On top

of that, many museums differ in details of their sharing policies. Thus,

MorphoSource had to carefully model the axes of variation in sharing

policies reflected by museums across the globe in order to create an

adequate set of standardized tools and options. These tools allow

researchers to tailor the sharing settings of each data set to the poli-

cies of the relevant museum.

5.2 | Recommended data repositories

Given the caveats listed above, we believe it is important to pro-

vide a list of recommended data repositories, which are trusted,

non-profit, open-source, community-led data repositories with no

or minimal fees. A trusted repository is one with a mission “to
provide reliable, long-term access to managed digital resources to

its designated community, now and in the future”
(ResearchLibrariesGroup, 2002). The repositories listed below are

a mix of generalist and specialized repositories (Table 11) and NIH

molecular genetic repositories (Table 12) that maintain data sets

from the biological and social sciences. All of these repositories

have made arrangements to maintain all submitted files in perpe-

tuity with no additional effort required on the part of the

researcher. Access to the databases is generally unrestricted with-

out contact or permission from the researcher required although

some repositories have options for anonymized data or restricted

access, as noted below. Repositories that are not recommended

for scholarly research data and are not included below include

Academia.edu, Research Gate, and Mendeley, which are for-profit

companies that may leverage the data sets in their repositories for

profit in a manner that is inconsistent with the trusted, open-

source repositories listed below, and GitHub, which is an excellent

platform for developing and maintaining software and annotated

code, but is not intended as a digital data repository.
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ENDNOTE
1 The American Association of Physical Anthropologists (AAPA) recently

changed its name to American Association of Biological Anthropologists

(AABA), and its journal similarly changed from the American Journal of

Physical Anthropology to American Journal of Biological Anthropology. In

order to avoid constant repetition of these points, we use AABA/AJBA

throughout the article except in the formal references cited.
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